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Summary

This dissertation contains four independent chapters from the fields of health, education
and labour economics.

1. The first two chapters are concerned with the socio-economic gradient of overweight
and obesity. The topic is motivated by the fact that increasing population shares
of many countries in the world are overweight and obese, respectively, and that this
trend poses a serious threat to societies due to the implied costs of the epidemic. In
general, it is shown that - in line with existing theories - overweight is predominantly
a problem of the elite at low stages of economic development, but trickles down to
socio-economic classes as societies advance. In particular, this holds for the case of
China (first chapter), but is also shown to be true when a larger set of countries is
investigated (second chapter). It is argued that these findings have major implications
for policy makers who are increasingly worried about the overweight epidemic.

2. The third chapter investigates the effect of retention on subsequent student outcomes
using the University of St. Gallen in a case study. Knowledge about retention effects
is valuable when (re-)designing education policies. Existing studies from the field of
education economics provide evidence for the effect of retention at the level of primary
and secondary education - however this is the first attempt to quantify the effects at
the university level. For the particular example at hand it is found that retention
leads only to modest increases in the drop-out probability of students. In addition,
students show better grade performance as a result of being retained.

3. The fourth chapter analyzes the effectiveness of vocational training programs with re-
spect to future labour market outcomes of the participants. While similar studies can
be found in the literature, the special feature here is the focus on occupational mo-
bility of individuals. Based on existing theories it is argued that unemployed workers
who intend to change their occupation should benefit more from vocational training.
However, the empirical results which are based on labour market data from Germany
do not confirm this assumption.



Zusammenfassung

Diese Dissertation enthält vier unabhängige Kapitel aus den Bereichen Gesundheits-, Bildungs-
und Arbeitsökonomie.

1. Die ersten beiden Kapitel befassen sich mit dem sozioökonomischen Gefälle von Über-
gewicht und Adipositas. Das Thema wird durch die Tatsache, dass ein zunehmender
Teil der Bevölkerung vieler Länder der Welt übergewichtig bzw. fettleibig ist, und
dass sich dieser Trend, aufgrund der immensen implizierten Kosten, eine ernsthafte
Bedrohung für diese Gesellschaften darstellt. Insbesondere wird gezeigt, dass - im Ein-
klang mit bestehenden Theorien - Übergewicht in unterentwickelten Gesellschaften in
erster Linie ein Problem der Elite ist, sich im laufe ökonomischer Entwicklung aber
zunehmend auf untere Bevölkerungsschichten ausweitet. Insbesondere gilt dies für den
Fall von China (erstes Kapitel), trifft aber ebenso zu wenn eine größere Gruppe von
Ländern untersucht wird (zweites Kapitel). Es wird argumentiert, dass diese Ergeb-
nisse wichtige Implikationen für die politischen Entscheidungsträger mit sich tragen,
die sich mittlerweile zunehmend dem Thema widmen.

2. Das dritte Kapitel untersucht den Effekt der Nichtversetzung und Wiederholung des
ersten Jahres im Studium auf zukünftige Leistungen von Studierenden am Beispiel der
Universität St. Gallen. Das Wissen über Auswirkungen von Nichtversetzung ist wert-
voll bei der (Neu-) Gestaltung bildungspolitischer Maßnahmen. Existierende Studien
aus dem Bereich der Bildungsökonomie liefern Erkenntnisse über die Auswirkungen
von Nichtversetzung auf den Ebenen der Primär-und Sekundarstufe - dies ist jedoch
der erste Versuch, die Auswirkungen auf universitärer Ebene zu quantifizieren. Die
empirischen Befunde zeigen, dass eine Nichtversetzung lediglich zu einem mäßigen
Anstieg in der “Drop-out” Wahrscheinlichkeit von Studenten führt. Darüber hinaus
scheint das Nichtversetzen eine positive Auswirkung auf zukünftige Notenleistungen
der Studierenden zu haben.

3. Das vierte Kapitel analysiert die Wirksamkeit von Aus-und Weiterbildungsprogram-
men im Bezug auf zukünftige Arbeitsmarktergebnisse ihrer Teilnehmer. Während ähn-
liche Studien in der Literatur bereits existieren, ist die Besonderheit hier der Fokus
auf die berufliche Mobilität der Einzelnen. Basierend auf bestehenden Theorien wird
argumentiert, dass Arbeitslose, die ihren Beruf wechseln möchten, stärker von der der-
artigen Programmen profitieren sollten. Allerdings können die empirischen Ergebnisse
der Studie, die auf Arbeitsmarktdaten aus Deutschland beruhen, derartige Annahmen
nicht empirisch bestätigen.
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Part I

Introduction
Applied microeconometric research covers a broad range of subjects from different fields
nowadays. Supported by major advances in computational power, as well as data avail-
ability, empirical analyses have become increasingly important in order to answer questions
which are relevant to policy makers. If used adequately, informative databases paired with
meaningful econometric methods can not only provide valuable insights about the under-
lying dynamics of real word phenomena, but they can (at times) also be used to draw
counterfactual situations to be learned from. This thesis provides four examples of such re-
search. It aims to make contributions to the fields of health economics, education economics
and labour economics. Despite the fact that the chapters included are thematically diverse
they all built on the availability of individual data. Since each of the chapters is going to be
submitted to academic journals as an independent article they are self-contained and can
be read independently of each other.

Research in Health Economics

Chapters one and two are concerned with the problem of rising overweight and obesity
levels. Both provide empirical insights into the relationship between individual income
and their weight, and changes thereof, with respect to economic development. They are
largely motivated by the fact that obesity is known to significantly increase the spread of
non-communicable diseases such as cardiovascular disease, diabetes, hypertension, muscu-
loskeletal disorders and various cancers - thus creating significant costs for the economy.
Understanding the determinants and dynamics of the obesity epidemic is a key concern for
policymakers. Hence, it is not surprising that the rise of obesity in developed societies (espe-
cially in the US) throughout the last decades is one of the most intensively studied subjects
in the recent health economics literature (see e.g. Cutler et al. (2003); Rosin (2008); Philip-
son and Posner (2008)) - and the debate is still ongoing. On the contrary, the overall rise
of weight levels in developing countries has long been neglected by economists. At present,
the World Health Organization (WHO) projects that by the year 2015 approximately 2.3
billion adults will be overweight and more than 700 million will be obese (Caballero (2007))
- there is no doubt that a significant share is contributed by individuals from developing
countries.1 While epidemiologists like Popkin (1994, 1999) have clearly spotted the ongoing
“nutritional transition” in the developing world already some time ago, economic research

1A recent paper by Sahn (2009) strengthens this point. It shows that in a sample of more than 80
developing countries, if anything, there are only few cases which are not affected by significant increases in
obesity levels.
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(traditionally more concerned about the consequences of under-nutrition) that investigates
the phenomenon of growing weight levels in low-income countries is still relatively scarce.
The few existing papers (Fernald (2007); Case and Menendez (2009); Du et al. (2004)) com-
monly identify higher levels of obesity for the majority of developing countries, especially
affected are females and more wealthy household.

A striking difference between obesity in developed and developing societies has first been
pointed out in a meta-study by Sobal and Stunkard (1989) - and has later been updated and
reconfirmed by Monteiro et al. (2004b) and Ball and Crawford (2005): While overweight
is typically a problem of individuals of lower socioeconomic levels in developed countries
(negative correlation between income level body-weight) the opposite is true for developing
countries where overweight is relatively more widespread among individuals belonging to
higher income classes (positive correlation between income level and body-weight). Empir-
ical evidence for the latter can be found for the country specific cases of Mexico (Fernald
(2007)), Egypt (Asfaw (2007)) and China (Popkin (1999)). Philipson and Posner (2003)
nicely modeled this inverted U-shape claiming that in poor or early societies the more obese
are relatively wealthier, but in wealthy, more modern societies the more obese are relatively
poorer. The underlying idea is that starting from a situation where overweight is mainly
a problem of higher income classes, with economic development it trickles down to lower
income classes. Extrapolating from that latter situation, the study of Philipson and Posner
(2003) implies that once even the lowest income ranks in a (developed) society achieve a
certain standard of living, the self-limiting nature of the overweight problem will lead to an
absolute decrease of the epidemic. However, until recently no study had ever investigated
the income body weight gradient within a developing country over time.

The first chapter of this dissertation (single authored) uses the case of China to investi-
gate the issue in-depth. Contrary to a framework where the gradient of interest would be
compared between countries at different stages of economic development, the within country
approach taken in this dissertation chapter has the advantage of being subject to a more
equal institutional setting as it exploits pure within country differentials of development.
The data used comes from the China Health and Nutrition Survey (CHNS).2 The CHNS
is longitudinal and, thus, allows a dynamic analysis rather than just a snapshot of a single
moment in time.

In particular, China is an interesting case to investigate that relationship mainly for
two reasons: First, China’s economy grew at an unprecedented annual rate of about 10%
over the last two decades and, second, this development was rather unequally distributed
over the country (coastal regions were the main beneficiaries of economic growth (Yang

2The CHNS is not nationally representative, but only covers nine provinces: Guangxi, Guizhou, Hei-
longjiang, Henan, Hubei, Hunan, Jiangsu, Liaoning, and Shandong. For more information about the regions
covered by the CHNS and its specific survey design see Liu (2008) or visit www.cpc.unc.edu/projects/china.
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(1999))).3 The two sources of variation in development are utilized in the paper - cross-
sectional and over-time - to study changes in the income body weight gradient. Parallel
to economic development, China has experienced tremendous increases of overweight levels
- especially in urban areas (see Popkin et al. (2006)). Ng et al. (2009) provides evidence
that the nutrition transition in China is currently progressing at a fast pace with already
more than 20% of the Chinese being overweight and another 3% being obese nowadays -
translating into more than 200 million Chinese being affected by the epidemic in absolute
terms.

The analyses use multidimensional community level data provided by the CHNS in order
to characterize relative regional development levels. Similar to Van de Poel et al. (2009)
and Jones-Smith and Popkin (2010) factor analysis is used to construct a one-dimensional
development index from the community variables that is assumed to describe the relative
level of economic development of a community or region, respectively. Based on the index
sub-samples of communities are formed which are assumed to be at a comparable level of
economic development. Consequently, gender specific weight growth regressions are con-
ducted in each of these strata where individual´s annual growth rates in their BMI between
CHNS waves are regressed on their income in the base year as well as a battery of potential
confounders. As predicted by theory, the results show a positive income gradient of BMI
growth for the economically least developed strata, i.e. within those areas individuals at
higher income ranks show the largest BMI growth rates, ceteris paribus. On the contrary,
when looking at the results for the most developed areas, a negative relationship between
income and BMI growth is found (for females). These patterns concur with the theoretical
underpinning of Philipson and Posner (2003).

The second chapter (joint with Sofie J. Cabus and Eva Deuchert) investigates the topic
further and should therefore be seen complementary to the first chapter. However, unlike
the first chapter that draws on findings from one country, the second chapter takes a more
comprehensive stance using individual level databases of females aged 15-49 from more than
50 developing countries. These data are cross sections and originate from the Demographic
and Health Surveys (DHS)4. Given the similar (to identical) survey designs these data very
comparable across countries and should, thus, assure a high degree of consistency through-
out the analyses. Due to the lacking of pure income measures in the DHS, this chapter uses
summary measure for wealth (the so-called wealth index) to approximate an individuals
relative relative socio-economic status. Using regression analyses, once again, two of the
main predictions of Philipson and Posner (2003) are tested - and found to be supported
by result. First, it is shown that there is a positive and significant relationship between a

3Heilig (2006) documents in a global comparison that in terms of regional GDP per capita some Chinese
provinces are comparable to industrialized countries while others are still at levels of low-income countries.

4For more information about the DHS visit http://www.measuredhs.com/.
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countries level of development (this time approximated its level of GDP) and its mean BMI,
overweight and obesity level, respectively. Second, building upon concentration indices to
approximate the socio-economic gradients of overweight, regression analyses confirm that a
higher level of GDP is associated with a falling value in its concentration index meaning that
overweight is trickling down to lower income ranks. Stated differently, the level of economic
development also determines the distribution of body weight within countries. The chapter
concludes that, if the observed trend continues, the obesity epidemic may further burden
health systems in developing countries.

Research in Education Economics

The third chapter (joint with Sharon Pfister and Petra Thiemann) relates to the field of
education economics and investigates the causal effects of retention policies on educational
outcomes of students in higher education. The practice of grade retention is subject to an
ongoing debate in many countries, partly because the net effect of retention on students’
outcomes is difficult to assess. Following theoretical arguments, outcomes of students can
either be positively or negatively influenced by retention: positive effects might include
learning gains from repetition as well as improved confidence as students can cope better
with their performance requirements while negative effects might occur through retarded
learning, low aspirations, stigmatization and necessary adjustments to a new classroom
environment. Therefore, finding the net effect of retention on student outcomes ultimately
remains an empirical question.

The effects of retention on the level of primary as well as secondary education have
already been addressed in the economic literature (see, for example, Greene and Winters
(2007), Jacob and Lefgren (2004), Jacob and Lefgren (2009), Manacorda (2012)). How-
ever, retention policies also exist at the level of post-secondary education, but the effects
on student outcomes might be different from the effects found on the level of primary or
secondary education. For example, stigmatization or re-adjustment to a new environment
might play a less important role at university. Therefore, the results from existing studies
do not directly translate to the higher education context. Since an assessment of retention
effects in post-secondary education is still missing in the literature this chapter aims to fill
that gap.

Data of six cohorts (for the years 2001 - 2006) of freshmen at the University of St. Gallen,
Switzerland, provide a rich source in order to address the following two research questions:
First, what is the effect of retention on the probability of dropout from university (Manski
(1989))? Second, what is the effect of first-year repetition on academic performance (grades,
credits per semester)? The latter outcomes give not only an indication of students’ human
capital, but might also serve as signals to potential employers. Furthermore, addressing the

4



former question is necessary to quantify the fraction of students opting out due to retention,
which might strongly influence their educational outcomes as well.

To overcome selection problems when simply comparing outcomes of retained and not-
retained students the effects of retention on later educational outcomes are identified using
a sharp regression discontinuity design (Imbens and Lemieux (2008)). A clear-cut retention
threshold at the University of St. Gallen divides the students close to a threshold quasi-
randomly into treated and control groups. The threshold is based on academic performance
during the freshmen year, i.e. students are retained based on a measure that accounts for
insufficient performance across all first-year courses. Retained students then either have to
repeat all first-year courses and exams, or to leave the university. All non-retained students
in turn can directly proceed to the second year.

The results are as follows: Retention significantly increases individual dropout at the
threshold - however, the share of students who drop out as a result of being retained is
surprisingly small. Moreover, repeating the first year has a positive and weakly statisti-
cally significant effect on educational achievements. The grade point average (GPA) of the
retained students by the 4th Bachelor semester is somewhat higher if being retained. More-
over, no significant effects on the number of credits obtained in each semester exist. Overall,
these results suggest that grade repetition at university can be - if anything - modestly ben-
eficial from a student’s perspective in terms of academic success.

Research in Labour Economics

The fourth chapter (joint with Benjamin Schuenemann) relates to the field of labour eco-
nomics. It evaluates the effectiveness of further vocational training (conducted between 2000
and 2004) on future labour market prospects of unemployed workers in Germany. Until to-
day, training programs for unemployed workers are a major component of Active Labor
Market Policy (ALMP) in many OECD countries. At the same time, training programs
are costly, thus, motivating researchers to analyze their effectiveness (see e.g. Lechner and
Wunsch (2009) or Kluve (2010) for an extensive overview). As summarized in a comprehen-
sive meta-analysis by Card et al. (2010) most training programs exhibit “modestly positive
effects”.

The chapter differs from most of the existing literature in that field as it explicitly
considers occupational mobility of workers throughout the analysis – i.e. (1) unemployed
workers who intend to change their occupation are more likely to select into training and
(2) training itself may induce occupation switches. Following the discussion of Kambourov
et al. (2012) we agree that the existing literature has largely overlooked a key characteristic
of unemployed workers: occupational mobility. Traditionally, evaluation studies use econo-
metric reweighting methods together with rich observational data to estimate the effects of
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program participation on individuals’ labor market outcomes. When establishing evidence,
however, evaluation studies usually neglect that participants and non-participants are often
characterized by differences in occupational mobility where the former have higher rates
than the latter. The chapter provides a in-depth discussion on why differences in occupa-
tional mobility need to be accounted for explicitly when the outcomes of participants and
non-participants are compared. Moreover, training participation itself may induce occupa-
tional mobility - in particular for those who did not intend to change in the first place - we
provide evidence that this is indeed the case.

The study is based on data from the Integrated Employment Biographies (IEB) - a
compilation of administrative labour market data from different sources for a 2%- sample of
the German labour force.5 To correct for differential mobility patterns between participants
and non-participants this study utilizes a unique feature of the data, i.e. information about
individuals’ target occupation measured at the very beginning of unemployment and, hence,
before any decision about training participation is made. Using this feature we can determine
the intention to switch occupation without conditioning on being employed and, thus, split
occupation switching into an ex-ante (exogenous to training) and an ex-post (endogenous
to training) part.

The purpose of this chapter is to investigate mainly two things. First, we ask whether
training programs are differently effective for those who want to change their occupation
compared to those who do not want to. This is relevant since any significant differences
between the two groups would call for reforms towards a more intensive profiling of job
seekers with a special focus capturing switching intentions of unemployed workers. Secondly,
we analyze the effect of training participation on future patterns of occupational mobility. A
further advantage of our data is the possibility to investigate a long outcome horizon. Early
studies as summarized in Heckman et al. (1999) could rarely detect any effects other than
the well-known lock-in effect (Van Ours (2004)) due to short outcome horizons. Recent
evaluations provide a more positive view on program impacts. They show that in the
medium-term training programs can increase the employability of participants implying
that the post-treatment observation period should be sufficiently long to obtain convincing
results.

Using microeconometric matching methods (see Huber et al. (2013)) we estimate the
impact of further vocational training on subsequent employment, successful occupation
changes and earnings for up to four years after training assignment - separately for those
with and without switching intentions. Moreover the respective outcome differences across
the sub-groups are tested for mean inequality. The estimated effects show positive impacts
of training on future unsubsidized employment for both subgroups - i.e. higher employment
probabilities from about three years after program start onwards. With respect to successful

5The data is provided by the German Institute for Employment Research (IAB). For further information
visit http://fdz.iab.de/en.aspx
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occupation switching it is found that those who intend to move to a new occupation are
more likely to be employed in a different occupation then their last one due to training par-
ticipation. This effect of training is even more pronounced for participants without initial
switching intention as they are about three months more employed in a new occupation
than without training. However, little effect heterogeneity is found (also due to relatively
imprecise estimates) - thus we cannot conclude that unemployed most in need of human
capital adjustments, i.e. individuals who intend to change their occupation, do benefit more
from training than unemployed workers who look for a job in their old occupation.
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Part II

The income body weight gradients in
the developing economy of China

Abstract

Existing theories predict the income gradient of individual body weight to change
sign from positive to negative in process of economic development. However, only few
empirical studies support the hypothesis. This paper adds to the literature on that
topic by investigating the case of China using data from the 1991-2006 waves of the
China Health and Nutrition survey. Using a one-dimensional measure to characterize
the level of economic development of a region, regression analyses indicate that higher
income is related to larger future growth of individuals’ BMI in less developed areas
whereas it lowers BMI growth in more developed areas. The switch is somewhat more
pronounced for females.
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1 Introduction

Overweight induced by excess body fat poses a serious threat to individual health as it
significantly increases the risk of non-communicable diseases such as cardiovascular disease,
diabetes, hypertension, musculoskeletal disorders (especially osteoarthritis) and various can-
cers (endometrial, breast and colon). On this account, it is not surprising that the rise
of overweight in developed societies throughout the last decades and its potential effects
on public health are intensively studied subjects in the recent health economics literature
(see e.g. Cutler et al. (2003); Rosin (2008); Philipson and Posner (2008); Bleich et al.
(2008)) - and the debate is still ongoing. Determinants identified are technological progress
(and directly related more sedentary lifestyles) (Lakdawalla et al. (2005)), changes in food
prices (Schroeter et al. (2008)), increased fast-food availability and cigarette taxation (Chou
et al. (2004); Currie et al. (2010)), sugar sweetened beverages (Pereira (2006)) and bounded
individual knowledge about the potential health consequences (Kan and Tsai (2004)) of
overweight.

On the contrary, rising weight levels in developing countries have long been neglected by
economists. The World Health Organization (WHO) projects that by 2015 approximately
2.3 billion adults worldwide will be overweight and more than 700 million will be obese
(Caballero (2007)) - a significant share is contributed by individuals from developing coun-
tries. Sahn (2009) strengthens this point by showing that there are few countries which
are not affected by rising weight levels over the last decades.6 While epidemiologists like
Popkin (1994, 1998, 1999) have clearly spotted the ongoing “nutritional transition” in the
developing world already some time ago, economic research (traditionally more concerned
about the consequences of under-nutrition) investigating the phenomenon of growing weight
levels in low-income countries is rather recent. Piecewise evidence on the main determinants
has been delivered by some early studies (Galal (2002); Fernald (2007); Case and Menendez
(2009); Du et al. (2004)). In a nutshell, these papers commonly find rising levels of over-
weight for the majority of developing countries, especially affected are females and more
wealthy household. Somewhat surprising, papers by Doak and Popkin (2008) and Sahn and
Younger (2009) show that there is a growing number of households in which underweight
and overweight individuals coexist. The sneaky nature of the epidemic has prompted policy
makers to shelve the issue for a long time, but recently there has been a notable increase in
the awareness for the urgent need of counter measures (see Gortmaker et al. (2011)).

A striking difference between the general patterns of overweight in developed and devel-
oping societies has first been pointed out in the seminal meta-study by Sobal and Stunkard
(1989) - and has later been updated and reconfirmed by Monteiro et al. (2004b): While

6In his sample of 30 developing countries, 17 show first order statistical dominance when their intra-
country weight distribution is compared to past weight distributions. In addition, second order dominance
is observed in 11 cases.
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overweight is mainly concentrated among poorer individuals in developed countries (i.e.
there is a negative correlation between income level body-weight) (see Ball and Crawford
(2005)), the opposite is true for developing countries where overweight is relatively more
widespread among individuals who belong to higher income classes (i.e. there is a positive
correlation between income level and body-weight). Empirical evidence for the latter can
be found for the country specific cases of Mexico (Fernald (2007)), Egypt (Asfaw (2007))
and China (Popkin (1999)). Overall, a shift of overweight concentration from the rich to
the poor should only be observed if there is a non-monotonic relationship between income
and weight gain.

Philipson and Posner (2003) and Lakdawalla and Philipson (2009) modeled the implied
inverted U-shape in a dynamic framework of weight management - their model is as the
workhorse model in most of the obesity literature until present. Explicitly accentuating
the reversal hypothesis, one of its major implications is that in poor or early societies the
more obese are relatively wealthier, but in wealthy, more modern societies the more obese are
relatively poorer. In fact, the few existing empirical studies (e.g, Sarlio-Lahteenkorva et al.
(2004)) support the overall presence of a hump shaped income-body-weight relationship.
The idea is that starting from a situation where overweight is mainly a problem of higher
income classes, with economic development it trickles down to lower income classes. The
underlying dynamics are simply described. Individual body-weight is determined by the
relative ratio of energy intake to energy expenditure and an increase (decrease) of this
ratio, ceteris paribus, will lead to an increase (decrease) in weight. Economic development
decreases caloric cost through a reduction in food prices and increases the cost of caloric
expenditure through the more sedentary nature of jobs. The role of additional income, is,
however, ambiguous. In less developing societies, where most individuals work in physically
demanding occupations, food is scarce and body weight is typically is low, one would expect
individuals to use additional income to increase the amount of calories consumed (among
other things) - and thereby gain weight, ceteris paribus. Here, overweight is only “affordable”
to relatively richer individuals who have wider access to food and are more likely to work
in physically less demanding jobs, respectively. There are, however, situations where one
might expect additional income to be associated with a reduction in weight. For example,
Schroeter et al. (2008) argues that a reduction should be observed for heavier individuals
who use additional income to substitute a high-caloric diet by a low-caloric one. In this case,
calories (e.g. from staple foods) would be a quasi-inferior good and more income would lead
to lower (or negative) weight growth (Jensen and Miller (2008)). A similar argument holds
with respect to energy expenditure where one might imagine a latent demand for thinness
that leads to increasing levels of voluntary and, at times, costly activities (e.g. sports) once
a certain income level is achieved. Such behaviours are more likely observed in developed
societies where the combination of abundant food availability and mostly sedentary jobs
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gives rise to concerns of weight control in large parts of the population, in particular among
the wealthier parts. Considerations like these have led economists to believe that the growth
of overweight and obesity at the population level may be self-limiting

While piecewise evidence supports the hypothesis of an income-body-weight gradient
that changes from positive to negative with economic development, no study has ever shown
such a relationship empirically in one go. This paper contributes to the discussion by testing
the predicted patterns of the reversal hypothesis, i.e. providing empirical insights of how
the relationship between income and body-weight changes with economic development. The
analysis is carried out using the illustrative example of China and, in particular multiple
waves of the China Health and Nutrition Survey (CHNS). In simplified terms, differences in
the association between income and changes in body weight are investigated and compared
across regions with varying levels of economic development. Thereby, the level of develop-
ment is approximated by a one-dimensional index that, nevertheless, accounts for several
dimensions such as regional infrastructure, available services, labour market structure, etc..
Contrary to a framework where different countries are compared, the within country ap-
proach taken here has the advantage of being subject to a harmonized institutional setting.
Moreover, the use of longitudinal information allows a more dynamic analysis as compared
to just looking at snapshots of a single moment in time - in that sense, it is more in the
spirit of existing theoretical models of weight management.

In particular, the Chinese case is well-suited to investigate the linkages between economic
development, income and body weight for several reasons. Following significant economic
reforms in 1979, China’s GDP grew at an unprecedented average rate of 10% per annum.
At the same time, this growth was rather skewed towards coastal provinces while provinces
in inner China were left behind dramatically (Yang (1999)) which has created significant
heterogeneity in development levels across provinces. Furthermore, China has experienced a
continuous increase in weight levels - especially due to the rise of overweight in urban areas
(see Popkin et al. (2006) and Zhu and Jones (2010)) - which translates into more than 20%
of the Chinese being overweight and another 3% being obese at present (Wu (2006), Levine
(2008)). The duality of both, tremendous (but unequal) economic growth and significant
increases in body weight patterns, provides an interesting set-up to investigate if theory is
right in predicting the role of income in weight management to differ across different stages
of economic development.

In short, the main findings of this paper are in line with the reversal hypothesis of the
Philipson and Posner (2003) model. Following the main predictions, body weight levels are
higher among higher income sub-groups and in the more developed areas of China. At the
same time, lower income groups and less developed areas are catching up - this trickling down
appears to reverse the socio-economic gradient of overweight. Looking at the micro-data, per
capita income levels of Chinese adults are found to be positively associated with subsequent
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growth in body weight when focusing on individuals from the least developed areas, but the
association is non-significant for males and significant and negative for females when only the
most developed areas are considered. It needs to be acknowledged from the very beginning,
however, that due to the lack of long-lasting exogenous variations in household income the
estimates lack a causal interpretation, but, instead, reflect conditional associations. Having
said this, the analyses deliver new insights that are relevant from a policy point of view.
First, they provide a comprehensive picture about the evolution and the current state of
overweight in the Chinese context as they are based on high quality data, apply to a large
share of the country’s adult population (i.e. those represented by the CHNS) and reflect a
rather long time horizon. Second, the patterns that emerge can help to guide policy makers
to better identify sub-groups in the population that are most susceptible to the disease,
predict its expected diffusion and, thus, help to design counter measures (e.g. information
campaigns) more efficiently. Third, the results are relevant with respect to the evolution of
socio-economic health inequalities in developing countries, here particularly in China, as a
trickling down of obesity to lower income groups is likely to trigger bad health states among
the poorest parts of the population and, thus, increase socio-economic health inequalities
(Monteiro et al. (2004a)).

In what follows, section two will provide a broader context by discussing the patterns
of China’s recent economic growth as well as trends in body weight, nutrition and physical
activity levels. First descriptive investigations will show how weight levels vary across income
terciles and different levels of development, respectively. After that, section three describes
the data source used in this paper, namely the CHNS and how the estimation sample is
constructed. Section four explains how community data taken from the CHNS are used to
conceptualize economic development. In particular, it is illustrated how a one dimensional
measure that aims to characterize individuals’ living environments at the time when surveyed
is created and validated. Section five presents a simple econometric set-up for the analysis
at the level of individuals. The sample is divided according to different strata of economic
development and weight growth equations are estimated based on observable characteristics.
After a discussion of the results, section seven concludes this paper.

2 Background

2.1 China’s Economic Development

China was economically frail for well over the first half of the twentieth century and hit
the rock bottom between 1957 and 1962 when - known as the Great Leap Forward - gov-
ernmental policies to boost industrial growth resulted in the worst (documented) famine
in the history of mankind.7 During this period food production was clearly insufficient.

7Jisheng (2010) estimates this devastating famine to have claimed 36 million lives!
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Correspondingly, caloric intake was generally very low throughout China and while under-
nutrition was wide-spread, little evidence about increases of overweight is known. For most
of that time there was limited access to progressive technologies and occupations (e.g. in
agriculture or heavy industry) were physically demanding - leaving no space for excess body
weight. While the economy remained at low levels throughout that period, it was just in
1978 when broad structural reforms opened the path for future economic development of
the country.8 Subsequently, China’s GDP grew on average 9.6% per year between 1978 and
2005 - and growth still persists at comparable levels to date (10,3% in 2011).

Yet, the development process has been distributed unequally over the country.9 In ad-
dition to the long-standing lead of urban over rural areas, it is a stylized fact that the main
drivers of China’s recent economic growth were its coastal regions (see Holz (2008)). Figure
2.A.4 provides descriptive evidence about the rise of income inequality between geograph-
ical areas over time where CU, NCU, CR, and NCR represent trend lines for mean per
capita income levels in coastal and non-coastal, and urban and rural areas.10 By now there
is a vast literature that aims to measure and explain the drift between inland and coastal
provinces which basically escalated from the mid 1980s onwards (see Bramall (2009) for
a summary). In a nutshell, two eminent determinants have been identified (Kanbur and
Zhang (2005)). First, as a key component of its Coastal Development Strategy (started in
1984) the government followed a so-called “open-door” policy that aimed to attract foreign
direct investments (FDI) and stimulate international trade. More specifically, this regime
comprised the set-up of special economic zones in coastal areas to stimulate exports, pref-
erential allocation of resources, improvements of the local infrastructure and favorable tax
treatment for investors. There is strong evidence that these measures created an important
momentum for economic growth to accelerate in coastal provinces while leaving non-coastal
provinces unaffected (Bhalla et al. (2003)). Attracted by the benefits as well as by the low
level of labour costs and geographic advantages numerous national and international firms
invested in new businesses and production sites. These (mainly) trade related activities
generated significant labour absorption from agriculture and heavy industries into manu-
facturing and light industries, thus leading to significant restructuring of the local labour
market in coastal areas. Although the open-door was extended to provinces in inner China
in the mid 1990s, it did not quiet reach the same effect (Yang (2002)).

Second, fiscal decentralization measures weakened the financial capacity of the Chinese
8One key element of the 1978 reforms was the liberalization of food production. Moreover, foreign

investments were stimulated.
9Heilig (2006) uses global comparisons to document that in terms of regional GDP per capita some

Chinese provinces are on a par with industrialized countries while others are still at levels of low-income
countries - thus suggesting a high degree of heterogeneity in the level of economic development across
Chinese provinces.

10In this paper the group of coastal provinces consist of Liaoning, Jiangsu and Shandong while non-
coastal provinces are represented by Heilongjiang, Henan, Hubei, Hunan, Guangxi and Guizhou. See the
data section for a corresponding map.
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government and, thus, lowered its ability to redistribute tax money across provinces for eq-
uity purposes. If anything, starting in the early 1980s, government tax resources were incre-
mentally channeled towards coastal provinces which augmented the subsequent geographic
divide in economic growth. Moreover, to incentivize future non-agricultural investments,
the agricultural sector was often subject to heavy taxation. Unlike expected, this often had
a crippling effect on overall economic activity, especially in inland provinces where the agri-
cultural sector is relatively larger (Hao and Wei (2010)). Of course, that heterogeneity is
also closely mirrored by a comparison of work related physical activity levels across regions
(see Figure 2.A.5). As a direct result of these dynamics, coastal and non-coastal provinces in
China are nowadays significantly different, not only in terms of income levels, but also with
respect to their labour market characteristics (i.e. more agriculture and heavy industry in
non-coastal regions, more light industry and services in coastal regions). These differences
should be kept in mind as major confounding factors for the later analyses.

2.2 The Evolution of Overweight in China

China’s economic growth was also accompanied by negative health effects at the population
level (Zhu and Jones (2010) and Van de Poel et al. (2009)). As predicted by the theory
of Philipson and Posner (2003) technological progress came along with significant increases
in average body weight which is now a major concern to policy makers. Alarmingly, Pop-
kin et al. (2006) estimate the future health cost of the overweight epidemic (and direct
consequences thereof) to reach 9% of China’s GDP by 2025. A WHO report finds that
China could loose $558 billion of national income till 2015 due to the spread of diabetes
and heart disease - both illnesses are known to be closely related to excess body weight.
The main drivers of this increase are reduced physical activity and changing lifestyles (Ng
et al. (2009)) as well as shifts towards western diets (Du et al. (2004)). Table 2.1 provides
descriptive insights about the process by showing gender-specific mean trends of body size
measures, nutritional behaviours and physical activity levels.11 As common in the obesity
literature, this paper uses the body mass index (BMI) measure (i.e. body-weight relative
to squared height (kg/m2)) to describe individual body shapes. By WHO standards an
individual is considered as overweight or obese if BMI exceeds 25 or 30, respectively.

Looking at broad averages the increase of body weights is inevitable. For both, females
and males, average BMI have risen continuously throughout the 15 years under consideration
- for the latest years, mean BMI was well above 23. While the averages are still about 3-4
points lower than those for developed countries (e.g. Germany or the U.S.) in absolute terms,
BMI growth rates in China are comparably higher (see Popkin (2008)). Correspondingly,
the percentages of overweight and obese females and males have risen too. In 2006, close

11The means are calculated based on observations of CHNS - a detailed description of the data is provided
in section 3.
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to one-fourth of adults aged 18-60 were to be classified as overweight. Given the large
population of China, overweight rates of this order translate into more than 200 million
adults being affected by the epidemic at present.

Yet, rises in BMI wrongly suggest daily calorie intake to have increased over the same
time span. Surprisingly, the numbers contrarily reveal that mean caloric intake (kcal) during
the same time has actually decreased.12 Roughly speaking, the data indicate that both sexes
on average consume about 500 kcal less per day which should be interpreted as a result of
changing caloric requirements.13 Parallel to reductions in total caloric intake, the relative
composition in individuals’ diets have clearly shifted away from proteins and carbohydrates
towards foods rich in fat. This is equally true for females and males, respectively. In fact,
China has traditionally been regarded as a country with a relatively lean population that
generally featured a healthy diet rich in cereals and vegetables. This, however, appears
to be changing rapidly. The numbers suggest that the country is undergoing a nutritional
transition at high speed in which its traditional diet is continuously giving way to more
western diets characterized by animal foods and higher shares of edible oils.

Observing increasing body weights while actual caloric consumption dropped suggests
that caloric expenditure (i.e. physical activity) must have decreased disproportionately.14

In fact, this is what can be observed when examining indicators related to work related
energy expenditure. The percentage of employed individuals has steadily decreased over
time. Furthermore, employment shares are consistently lower for females than for males.
This is in parts due to longer spells in education.15 Besides education an increasing share
of individuals reports to seek work or - especially in the case of females - do housework
activities. Further insights can be gained by looking at indicators for physical activity at

12The numbers are based on food consumption records at both the household as well as individual level.
Consumption was recorded for a period of three consecutive days for each household (start day was randomly
allocated from Monday to Sunday). At household level, inventories of food were carefully weighed and
recorded at the start of each day. All food purchases, home production, and snack preparations were
recorded. Waste was weighed when possible and estimated when not. Inventories were also recorded at the
end of the day, and the change in inventory over the day enabled estimation of household food consumption.
In addition, individual food consumption was separately estimated for each of the same 3 days by 24-h recall,
including both home consumption as well as food eaten away from home. The availability of household
records as well as individual consumption allows for further checks of data quality and adjustment for
errors. The CHNS dietary data are considered of high quality due to the rigor in their collection and
the triangulation procedures followed. The 1991 Food Composition Table (FCT) for China was utilized to
calculate macro-nutrient intake values for the dietary data of 2000 and previous years (Institute of Nutrition
and Food Hygiene, 1991). A new 2000 version of the FCT (Institute of Nutrition and Food Hygiene, 2002)
was used for 2004 and 2006 surveys, and updated for new foods each year. Note that the switch between
FCTs may limit the comparability across years.

13This is in line with findings of Lakdawalla and Philipson (2009) for the U.S. who find constant (or even
decreasing) levels of caloric intakes over a period of significant increases of BMI levels.

14Scholars are in agreement that genetic changes in humans play -at most- a marginal role in explaining
recent upward trends in body weights around the globe (see e.g. Popkin (1994)). Thus, the only rea-
sonable explanation when observing increasing body weights while caloric consumption has decreased is a
disproportionate decrease in caloric expenditure.

15While only 8% of the 18-26 year old claimed to be in education in 1991 the corresponding number more
than doubled to 17% in 2006 (not shown in table).
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the workplace where three main categories are presented. Light activity includes jobs that
are generally less physically demanding (i.e. sedentary jobs (e.g. office workers), teacher,
laboratory technician, etc.). Moderate activity is defined to include occupations such as
electrician, metal worker and salesman. Heavy activity, eventually, incorporates jobs which
are physically demanding, e.g. farmers, steel workers, loaders, miners or stone-cutters. The
time trends in these three categories are unambiguous: there is a marked shift away from
heavy physical activities towards more light and sedentary ones. As with employment status,
the shift is more pronounced for females where, by 2006, nearly half were classified to follow a
light activity. In line with the findings of Popkin (1999) these changes should be interpreted
as sectoral reallocation brought about by China’s economic development, i.e. occupations
are incrementally shifting from the agricultural and manufacturing sectors to the service
sector (jobs here are often less physically demanding and sedentary). Hence, lower levels
of work related physical activity appear to be the main driver of increasing weight levels.
Following the arguments of Philipson and Posner (2003) this is most likely due to the fact
that caloric expenditure has become relatively more expensive over time. Note, however,
that these measures exclude any time of physical activity outside the workplace which is, of
course, an important dimension of overall caloric expenditure.

Investigating mean body weight measures by income terciles reveals further interesting
insights. Apparently, back in 1991 there was a rather large disparity in overweight rates
between lower and higher income quintiles. Average BMI and shares of overweight increased
across income quintiles and both measures were consistently higher for females at that time
- overweight rates were roughly twice and three times higher in the highest tercile than in
the lowest for females and males respectively. As mentioned, overall weight levels rose in
the following years, but for females the differences in average BMI and overweight rates
across income terciles vanished. By the end of the observation period overweight rates for
females have been homogeneously distributed across income terciles. This resulted from
two dynamics: weight levels rose at fast pace in lower income quintiles while they only
grew slowly (or even stagnated and recently dropped) in the upper parts of the income
distribution. Thus, while overall levels increased, there has been a shift of overweight
concentration from higher income quintiles to lower ones for females. Naive extrapolation
of that trend would suggest that in the future overweight levels will be highest for females
in lower income quintiles. Yet, the situation is different for males. Here, too, all parts
of the income distribution show considerable growth in average BMI and overweight over
time. However, contrary to females, weight levels in males grew more heavily for higher
income quintiles. By 2006 one-third of males at the top end of the income distribution were
overweight - while in the lower quintiles this was only true for about 20%.

The lowermost panel of the table displays body weight statistics by geographical clusters
which are -as discussed above - assumed to coarsely reflect the varying levels of economic
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development. As with different income quintiles, significant variations in mean weight levels
are visible. Keep in mind, that these are confounded by differences in the labour market
structures across regions as well as by differences in income levels. Throughout the time
span under consideration coastal areas, and especially urban areas, show higher mean BMI
and, likewise, higher levels of overweight than their non-coastal counterparts. Again, this is
true for males and females. By the year 2000 (and beyond), overweight prevalence in coastal
urban areas was >30% for both genders. Inevitably, there has also been a pronounced growth
in BMI levels in non-coastal provinces, but their absolute levels in 2006 were just as high
as those of coastal areas in the beginning of the 1990s. Yet, investigating changes rather
than absolute levels, growth rates have lately been most pronounced the less developed
areas. Overall, these patterns suggest that overweight and obesity, while they were mainly
a problem of higher income groups and more developed areas, are continuously trickling
down to lower income groups and less developed areas.

3 Data

To empirically test the reversal hypothesis this paper uses data from the China Health and
Nutrition Survey (CHNS).16 Unlike the naming of the survey suggests it is not nationally
representative, but only covers nine provinces: Guangxi, Guizhou, Heilongjiang, Henan,
Hubei, Hunan, Jiangsu, Liaoning, and Shandong (see Figure 2.A.1).17 These provinces
account for approximately 56% of China’s total population. Within each of this provinces a
random draw of 24 communities was selected to participate in the survey which provides a
total of over 200 communities that were grasped overall. When possible these communities
were constantly covered in subsequent CHNS rounds. The survey is of longitudinal nature
and comprises questions at the individual, the household and the community level. Thus,
households were traced throughout the years of the survey and repeatedly interviewed when
possible. So far, seven rounds of the CHNS are available to researchers namely 1989, 1991,
1993, 1997, 2000, 2004 and 2006 - yet the 1989 wave is not used in this study as then data
was only collected for pre-schoolers and adults aged 20-45.18

Survey questions asked to individuals and their households are, among others, related
to general demographics, time use, health indicators, educational outcomes and economic
indicators such as labor force participation and various types of earnings and incomes. With

16CHNS is an international collaborative project between the Carolina Population Center at the University
of North Carolina at Chapel Hill and the National Institute of Nutrition and Food Safety at the Chinese
Center for Disease Control and Prevention. For a broader discussion of the CHNS and the sampling design,
see Liu (2008) and/or visit the official website at http://www.cpc.unc.edu/projects/china

17Note that Heilongjiang was first affiliated to the CHNS 1997. At the same time Liaoning did not
participate in the 1997 wave, but returned for the consecutive waves. Unfortunately there are no weights
(publicly) available to make these data representative of the provinces covered.

18The 2009 wave of the CHNS has been made available to researchers only recently. However, at the time
when this paper was drafted the community variables of the 2009 wave were not yet available.
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respect to the latter, aggregate household income measures are created based on individually
earned incomes (i.e. wages from employment, income from agricultural activities as well as
from other types of self-employment less of investments in that business), unearned incomes
(i.e. income derived from assets) and state-transfers (e.g. subsidy payments) respectively.
This paper uses deflated per capita household income instead of individual incomes as
it is strongly believed that nutrition decisions are largely made at the household level.19

With respect to the outcome variables of interest, individuals’ anthropometrics are exactly
measured by trained health workers largely ruling out measurement error20 and reporting
bias (Cawley (2004)). Moreover, the fact that individuals are repeatedly measured allows
to calculate changes in BMI over time. These changes BMI are used to compute average
yearly growth rates at the individual level, the main outcome used in the later analysis of
this paper.

At the communal level, municipal officials are interviewed in each wave and a wide
range of community related information on issues like infrastructure, local labour markets,
service availability, etc. is collected. The panel structure allows to capture changes in
community characteristics over time and, thus, to make judgments about developmental
changes. Furthermore, a distinction between rural or urban communities has been made
initially in the first wave of the survey where roughly two third of the communities where
classified as rural. Yet, this variable has been held fixed throughout the later waves. As this
study aims to exploit not only between variation, but also within variation of communal
characteristics, the rural-urban indicator does not suffice for this purpose.

CHNS follow-up rates of individuals are generally high (i.e. being interviewed for the
first time in a certain wave, there is on average a 89% chance that the same individual
is observed in the following wave). Once covered, individuals are repeatedly interviewed
in later waves as long as they remain in their original community - however individuals
who leave their original community (e.g. due to migration) are not followed. Moreover,
migration in China is known to be significant and may be worrisome for the analyses in
this paper if migrant status is systematically correlated with individual BMI and its growth
rate, respectively. Since migration is mainly from less developed to more developed areas,
the direction of the induced bias would strongly depend on the correlation between migrant
status and BMI. If individuals with higher (lower) BMI are more likely to migrate, we
should expect to see a lower (higher) level of mean BMI in less developed regions than in
the absence of migration. In turn, how migration would then affect the BMI distribution
in more developed areas is difficult to know as it depends on the BMI level of migrants
relative to the population of the destination province. The matter is complicated, because
the CHNS is does not differentiate between reasons for individual attrition from the sample
(migration being one of them). Reasons for attrition from the sample other than migration

19All incomes measures are inflated by the consumer price index using 2006 as the basis year.
20Remaining errors have been cleaned out during data processing.
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are (obviously) death and intentional refusal to being interviewed . Hence it is not possible
to distinguish between different types of attrition and how they relate to BMI.

Nevertheless, to check whether individual attrition from the panel is systematically cor-
related with BMI I run regressions within sub-groups of female and male adults aged 18-60
who are first interviewed in a given survey wave. More precisely, I regress the individual
BMI measurement of the initial wave (i.e. the wave in which an individual is observed by the
CHNS for the first time) on binary attrition status in the next wave - while also controlling
for measures of individual age and residence. A summary of the results is provided in Table
2.2 which shows that for almost all subgroups the difference in initial BMI is not signifi-
cantly different from zero. Only for the sub-group of male adults who were first observed in
the 1991 wave, there is a marginally significant (α=0.10) difference in initial BMI between
individuals who drop out and individuals who remain in the sample. Although the table is
inconclusive as to whether individuals who drop out from the sample experience different
growth paths in their BMI throughout later years, the fact that the difference in their initial
BMI is mostly non significant is (at least) reassuring .

Table 2.2: Attrition and differences in BMI

Year first observed

1991 1993 1997 2000 2004

Female

BMI difference 0.10 -0.09 -0.01 -0.13 -0.22
(0.07) (0.21) (0.13) (0.2) (0.25)

P-value 0.18 0.66 0.92 0.5 0.38

Male

BMI difference 0.12 0.01 -0.11 -0.04 0.22
(0.07) (0.21) (0.13) (0.2) (0.27)

P-value 0.09 0.97 0.41 0.85 0.42
Note: The table shows differences (age and residence adjusted) in initial BMI
between individuals who remain in the panel and individuals who drop out.
Standard deviations are displayed in parantheses.

The final estimation sample investigated in this paper consists of non-pregnant females
and males aged 18-60 at the time of the survey - thus children, pregnant woman and elderly
outside this age bracket are excluded from the beginning. Starting with 25155 and 24559
female and male observations, respectively, individuals with missing anthropometric data
(N=6222 and N=7210) or unrealistic BMI values (i.e. smaller than 15 or larger than 40,
N=15 and N=13) are dropped. Also excluded are adults with only one appearance in the
CHNS, i.e. for whom no over time changes can be computed (N=4038 and N=3983). I finally
exclude individuals for whom there is no or a negative21 measurement of household income

21This is done although negative incomes are reasonable under certain circumstances. Negative incomes
might be observed if individuals report more expenses than income which can be legitimate if, for example
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(per capita), no information on community characteristics or missing values in key covariates
that are used in the estimation. After applying these selection criteria the final sample
consists of N=13980 and N=12408 female and male observations. Table 2.3 summarizes the
details of the selection process together with a comparison of the mean values of key variables
in order to provide further insights of how their distribution changes as the sample is formed.
While the averages of BMI, overweight status and income remain relatively stable, mean age
and the distribution of survey years is observed to change throughout the selection steps.
Compared to the initial sample, individuals in the final sample are, on average, 3-4 years
older at the time when they are interviewed. Moreover, observations in the final sample
are more likely to be drawn from earlier survey waves. A careful examination of the CHNS
data indeed confirms that the probability of missing values in BMI increases in later survey
waves and decreases significantly with individual age. Moreover, community information is
more more often missing in the later waves of the CHNS. Unfortunately, there is no readily-
available explanation as to why we observe these patterns in missing values. Table 2.A.1
(appendix) provides additional summary statistics for the final estimation sample.

4 Development Index

4.1 An Index of Economic-Development at the Community Level

This section describes how CHNS community information is used to construct a one di-
mensional index of economic development which is used as a sample splitting device in the
later analysis. Although economists often approximate stages of development by simply
looking at average income (per capita) I argue that for the purpose of this study a purely
monetary measure of regional development is overly simplistic. Rating a region’s relative
standing solely based on the mean income of its inhabitants does not allow to fully capture
the structural differences between regions that potentially affect the relationship of interest.
Variations in terms of infrastructure, job market characteristics and available services could
all potentially influence the way individuals at different positions of the income distribution
behave with respect to their caloric intake and expenditure behaviours respectively. In the
fashion of Van de Poel et al. (2009) and Jones-Smith and Popkin (2010) this paper will
therefore define development in a broader manner embracing various community charac-
teristics which are believed to reasonably depict a regions relative stage of development.
Advantageously, the CHNS provides a large battery of variables related to the surveyed
communities that can be exploited for this purpose.22 The final set of variables used to

if someone invests in a new small business that is not yet profitable at the time of the survey. I conducted
all analyses without dropping these observation, the results remained very similar.

22Admittedly, the choice of the variables is to a certain extent driven by their availability throughout
the community survey questionnaires. Potential candidate questions that were, however, not asked for at
least one survey year have been excluded as their inclusion would have resulted in the loss of significant
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assess a community’s relative level of development is shown in Table 2.4. 23

The averages of the selected variables by survey year are shown in Table 2.5. As can
be seen, all variables depict the expected trends over time and their accuracy is supported
by their consistent patterns. Simply judging on the basis of these means, CHNS commu-
nities have become more developed over the years: infrastructure has improved, services
have become more widely available, the labour markets are increasingly moving away from
traditional agricultural jobs to ones characterized by less physical activity and regions have
become more economically integrated between 1991 and 2006.

Yet, the choice to approximate the stage of economic development by multiple dimensions
disallows a unique mapping without further assumptions. In order to make well-defined
inter-communal comparisons of economic development feasible a single index measure is
required. Following the examples of Van de Poel et al. (2009) and Van de Poel et al.
(2012)24 factor analysis is utilized (retaining only the first factor) using the pooled sample of
communities (including the 2006 wave) to form a one-dimensional indicator of development
based on the community variables.25 The major advantage of factor analysis in this setting
is that it allows to create a measure which - assuming that the underlying latent process that
drives the overtime changes of the selected community variables is economic development-
is not merely a product of weights subjectively assigned to each of the variables. Even
though factor analysis is a well-accepted tool for the purpose of dimension reduction, its
major drawback is that resulting factors do not have a meaningful interpretation in absolute
terms. This is because assumptions of zero mean and unit variance of the underlying factor
is rather arbitrary. Thus, the resulting index does not allow to make statements about
the degree of inequality in the development of communities. Nevertheless, the approach
allows to deduce an ordinal ranking which is sufficient for the purposes of this paper. In
our case the resulting indicator (i.e. the first factor) allows both, cross sectional and over
time comparisons of the relative rank of communities covered by the CHNS with respect to
their stage of economic development. Using only community observations for which none of
the selected variables are missing in a certain wave leaves us with 185 communities in 1991,

amounts of data. The inclusion of various other (partly related) measures has been carefully considered,
but the selected ones have finally been chosen for mainly three reasons. First, the variables are believed to
adequately capture the underlying development process as they cover various relevant areas. Second, while
many other variables show a high degree of missing values, these variables are filled for most communities
throughout all years of the survey. Third, carefully investigating within community variation of the variables,
the selected candidates showed reasonable consistency over the years.

23Apparent inconsistencies have been cleaned in the data. For example, missing values of continuous
variables have been imputed by taking the average of the previous and the consecutive survey waves where
possible. Moreover, binary variables showing clear inconsistencies compared to previous and consecutive
episodes have been adjusted.

24Notice that Van de Poel et al. (2009) and Van de Poel et al. (2012) do not investigate the phenomenon
of economic development, but the degree of urbanicity. While these two concept might be similar to some
extent, the final list of variables used in the factor analysis of this paper differs from that of their paper.

25The principal-factor method is used to analyze the correlation matrix of the variables presented in Table
2.4. Only the first factor has an eigenvalue significantly greater than 1.

23



Ta
bl
e
2.
4:

C
om

m
un
ity

va
ria

bl
es

re
fle
ct
in
g
le
ve
lo
fd

ev
el
op
m
en
t

C
at

eg
or

y
V

ar
ia

bl
e

D
es

cr
ip

ti
on

C
om

m
un

it
y

In
fr

as
tr

uc
tu

re
D

ir
t

R
oa

ds
C

om
m

un
it

y
ha

s
m

ai
nl

y
di

rt
ro

ad
s

St
on

e
ro

ad
s

C
om

m
un

it
y

ha
s

m
ai

nl
y

st
on

e
or

gr
av

el
ro

ad
s

P
av

ed
ro

ad
s

C
om

m
un

it
y

ha
s

m
ai

nl
y

pa
ve

d
ro

ad
s

B
us

C
om

m
un

it
y

ha
s

bu
s

st
op

(o
r

lo
ng

di
st

an
ce

bu
s

st
op

)
T

ra
in

st
at

io
n

C
om

m
un

it
y

ha
s

a
tr

ai
n

st
at

io
n

A
va

ila
bl

e
Se

rv
ic

es
T

el
ep

ho
ne

C
om

m
un

it
y

ha
s

a
co

nv
en

ie
nt

te
le

ph
on

e
se

rv
ic

e
in

C
om

m
un

it
y

P
os

t
P

os
ta

ls
er

vi
ce

av
ai

la
bl

e
in

co
m

m
un

it
y

N
ew

sl
et

te
r

C
om

m
un

it
y

re
ce

iv
ed

pr
ov

in
ci

al
ne

w
sp

ap
er

th
e

da
y

it
is

pu
bl

is
he

d
E

le
ct

ri
c

po
w

er
cu

t
A

ve
ra

ge
da

ys
pe

r
w

ee
k

co
m

m
un

it
y

ha
s

el
ec

tr
ic

po
w

er
cu

t-
off

In
di

ca
to

rs
of

O
cc

up
at

io
na

l
Fa

rm
la

nd
C

om
m

un
it

y
ha

s
fa

rm
la

nd
E

nv
ir

on
m

en
t

Sh
ar

e
no

n-
ag

ri
cu

lt
ur

al
Sh

ar
e

of
no

n-
ag

ri
cu

lt
ur

al
w

or
ke

rs
in

co
m

m
un

it
y

V
er

y
lig

ht
ac

ti
vi

ty
Sh

ar
e

of
re

sp
on

de
nt

s
in

co
m

m
un

ti
y

cl
ai

m
in

g
ve

ry
lig

ht
ph

ys
ic

al
ac

ti
vi

ty
L

ig
ht

ac
ti

vi
ty

Sh
ar

e
of

re
sp

on
de

nt
s

in
co

m
m

un
ti

y
cl

ai
m

in
g

lig
ht

ph
ys

ic
al

ac
ti

vi
ty

M
od

er
at

e
ac

ti
vi

ty
Sh

ar
e

of
re

sp
on

de
nt

s
in

co
m

m
un

ti
y

cl
ai

m
in

g
m

od
er

at
e

ph
ys

ic
al

ac
ti

vi
ty

H
ea

vy
ac

ti
vi

ty
Sh

ar
e

of
re

sp
on

de
nt

s
in

co
m

m
un

ti
y

cl
ai

m
in

g
he

av
y

ph
ys

ic
al

ac
ti

vi
ty

E
co

no
m

ic
L

oc
at

io
n

O
pe

n
T

ra
de

A
re

a
C

om
m

un
it

y
is

ne
ar

op
en

tr
ad

e
ar

ea
/c

it
y

(<
2h

r
by

bu
s)

24



Table 2.5: Means of Community Variables by Year

Variable Mean by Wave

1991 1993 1997 2000 2004 2006
Dirt Roads 0.25 0.23 0.19 0.13 0.05 0.03
Stone Roads 0.14 0.17 0.17 0.14 0.15 0.13
Paved Roads 0.47 0.55 0.59 0.68 0.77 0.84
Bus stop 0.54 0.59 0.67 0.77 0.78 0.83
Train station 0.14 0.18 0.24 0.21 0.23 0.28
Telephone 0.63 0.72 0.84 0.93 0.96 1
Post 0.85 0.9 0.95 0.96 0.96 0.97
Newsletter 0.32 0.4 0.47 0.51 0.63 0.76
Electric power cut 1.11 0.67 0.37 0.15 0.12 0.2
Farmland 0.65 0.63 0.58 0.54 0.53 0.5
Share non-agricultural 0.54 0.58 0.59 0.61 0.66 0.68
Very Light Activity 0.11 0.1 0.16 0.17 0.2 0.25
Light Avtivity 0.14 0.13 0.16 0.16 0.2 0.19
Moderate Activity 0.3 0.31 0.29 0.28 0.25 0.22
Heavy Activity 0.35 0.36 0.33 0.33 0.29 0.3
Near Open Trade Area 0.25 0.33 0.35 0.41 0.44 0.4
Average Income (in Yuan) 2561 2919 3673 4774 6403 7392

179 in 1993, 186 in 1997, 212 in 2000, 214 in 2004 and 213 in 2006 - altogether leaving 1189
community-year observations - that are used in the factor analysis.

The results reveal that about 61% of the common variance among the input variables is
explained by the retained first factor which is in the following interpreted as the underlying
level of economic development. The time constant factor loadings, i.e. the degree to which
each of the community variables correlates with our factor of interest, are given in Table
2.A.2.26 The loadings are bounded between -1 and 1 and their absolute values indicate the
corresponding correlation with the underlying factor. All loadings show the expected sign
(i.e. they are in line with theoretical arguments) fortifying the assumption that the under-
lying first factor indeed reflects the relative level of economic development of communities.
Clearly, enhancements in infrastructure and transport, service availability and economic
integration correlate positively, while labour markets characterized by more heavy physical
occupations and a high concentration in the agricultural sector uni-vocally reflect relatively
lower degrees of development.

In a further step, the retained factor is used to compute the rank of a community in
the overall distribution (ranging from 1 for the lowest level level to 100 for the highest level
of retained first factor). The resulting measure is used as a ranking device throughout the
rest of the paper. Moreover, for the index to be used as a mean to stratify the data with
regard to the later analysis, also a discrete measure is required. Therefore, an additional
variable is created that is directly based on the terciles of the originally continuous measure.

26Note: Two community variables - availability of post services and train station - are excluded from the
final construction of the development variable as their loadings were relatively low (i.e.< 0.3). As expected,
their exclusion does not alter any of the subsequent results.
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The resulting discrete variable classifies the development stage of a community as being
in the categories from one to three with the highest value representing the highest level of
development. The decision to choose exactly three classes of development stages is directed
by two arguments. On the one hand there should be enough variation (i.e. there should be
not too few strata) to allow the capturing of effect heterogeneities in the main analysis. On
the other hand, a large number of strata reduces the number of observations in each of the
strata and, thus, reduces the precision of our result.27

4.2 Assessment of Development Index

For the credibility of the subsequent analysis it is essential to assure trustworthiness of
the development index. Following DeVellis (2003), particularly two properties of the in-
dex should be ensured. First, it should reflect the over-time development that China has
experienced for the last two decades, i.e. the index should on average show higher values
for later periods than for earlier ones. Second, as there is certainly heterogeneity between
communities and regions, the index should be able to discriminate accordingly.

Plotting the average logarithmic incomes of communities against their value of the de-
velopment index by waves provides Figure 2.A.2. Linear fit-lines are added. As should be
expected the graph consistently shows a positive relationship between the mean income level
and the development rank of communities. However it is also revealed that communities
with similar values in their development rank have significant variation with respect to their
income levels. This supports the assumption that apart from income also non-monetary vari-
ables should be considered in the assessment of communities development levels. Moreover,
it can be seen that over time the scatter-plot is monotonously moving from the lower-left
quadrant to the upper right one which is an indication of increasing levels of aggregate
development over time. This point is further underscored by Figure 2.A.3 which draws the
naive kernel density estimates of the distribution of the development index for each of the
waves. Two things are noteworthy. First, the estimated distribution of the development
index is clearly shifting rightward over time, once again supporting the hypothesis of overall
developmental progress. Second, the densities of all years are bimodal in nature. This is
probably due to persisting rural urban disparities. In fact, when following the definition
of rural and urban areas as they are initially coded in the CHNS community surveys, the
development index discriminates surprisingly well between them. In the group of commu-
nities that are assigned to be rural the average of the development index does not exceed
the zero (mean) value in any of the waves while for the urban sub-group the average never
falls below it.

Still, significant variation of the development index even within the sub-groups of rural
27Alternatively, all analyses have been conducted using quartiles and quintiles with the qualitative results

remaining largely the same.
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Table 2.6: Average Development Rank by Province and Year

Year

Province 1991 1993 1997 2000 2004 2006

Liaoning 44 50 55 60 68
Jiangsu 33 44 53 56 60 63
Shandong 49 51 53 60 66 69
Henan 25 37 38 43 50 55
Hubei 35 38 44 50 54 57
Hunan 32 42 47 56 62 64
Guangxi 39 47 53 55 60 62
Guizhou 32 42 48 51 57 61

Table 2.7: Average Development Rank by Geographical Clusters and Time

Year

Area 1991 1993 1997 2000 2004 2006

Non-Coastal Rural 27 33 37 42 48 52
Non-Coastal Urban 44 57 64 68 72 75
Coastal Rural 28 35 42 42 51 56
Coastal Urban 75 79 73 86 85 89

and urban communities indicates that the index is able to capture nuances beyond a crude
rural urban definition. To further highlight how the index captures variation in the stage of
development between communities, Tables 2.6 and 2.7 show unweighted averages of the con-
structed development index for each of the covered provinces and for geographical clusters
(as defined in section 2) by year.

Again in line with the findings from above, time variation suggests that on the aggregate
level all provinces exhibited a positive trend in their development paths. With the exception
of Shandong in 1993 the development index universally increases over time.28 Investigating
differences across provinces it can be seen that the eastern coastal regions (especially Liaon-
ing and Shandong) appear to be comparatively more developed throughout the entire time
span under consideration. This point is further supported by looking at mean levels of the
development index by geographical clusters. As discussed earlier, urban areas exhibit higher
levels of development throughout the time span under consideration. Moreover, especially
coastal regions are consistently at the forefront. At the same time regions in inner China
consistently show lower levels in their values for all waves considered which supports the
ability of the index to capture between variations.

Finally, Table 2.8 presents the communities’ transition probabilities with respect to the
development quintiles between two consecutive waves labeled as t (baseline period) and

28Note that in Shandong province in 1993 only 16 communities were covered by the CHNS, i.e. 7-8
communities fewer than throughout all other years and compared to other provinces respectively. Moreover,
the missing communities in 1993 were mainly classified as urban in the previous wave. Hence, it is likely
that the missing of these communities causes the development index to temporarily drop in 1993.
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Table 2.8: Development Category Transition Probabilities in %

DC t+1

1 2 3
1 71.92 26.36 1.72

DC t 2 4.61 73.76 21.63
3 0 7.69 92.31

t + 1 (future period).29 For this, the discretized version of the development index variable
is used. E.g. the entry in the second column of the first row gives the transition probability
that anyone community was classified to belong to the lowest development tercile in one
wave, but jumped to the next higher (i.e. the second lowest) tercile in the subsequent wave.
Accordingly, the entry in the third column of the third row represents the probability that
anyone community was classified to belong to the highest tercile and remained there also
in the subsequent wave. Assuming that the majority of communities experienced positive
economic development throughout the time under considerations one should expect to find
that pattern to be reflected by the data. Indeed, the figures confirm that the majority
of communities experienced constant or positive development levels, i.e. probabilities of
remaining in a development tercile or jumping into a higher tercile are higher in absolute
terms. Moreover, the higher the category in the initial period t, the more likely it is that
a community stays there throughout the consecutive waves. At the same time it can be
seen that there is a significant number of communities that - given their initial development
stage- show a jump into a higher category in the consecutive period. Only few cases (< 5%)
experienced a drop in their classification.

In sum, the constructed index appears to reasonably reflect the relative stage of develop-
ment. It shows some desirable properties in that it reenacts the overall positive development
path that most areas in China have undergone during the last 20 years. Moreover, it con-
sistently accentuates between community differentials in the level of development. In what
follows, the created index is used to characterize the economic environment that individuals
live in.

5 Regression Analyses

5.1 Set-Up

This section investigates the determinants of individual BMI growth with a special focus on
its income gradient and whether or not it differs when less developed areas are compared with

29There are exceptions where communities are left out for one wave. In that case consecutive waves refers
to the two closest waves in which the community is observed.
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more developed areas in China.30 The empirical specification that is estimated closely follows
the theoretical model of weight management as formulated by Philipson and Posner (2003)
and Lakdawalla and Philipson (2009). In their health production framework changes in body
weight are first and foremost a result of changes in the ratio of caloric intake to expenditure.
Economic development naturally affects this ratio through three channels. First, due to
more efficient production technologies and increased supply, food prices (in real terms)
should decrease with economic development which, ceteris paribus, should increase food
consumption. Second, development leads to lower levels of average strenuousness in daily
life. Jobs become more sedentary due to sectoral shifts away from agriculture and heavy
industry towards light industry and services. Moreover, improvements in infrastructure
lead to more efficient means of transportation. Third, technological advancements increase
worker productivity which, through higher wages, allows for more consumption.

The first two channels, lower food prices and lower levels of average strenuousness are
exogenous to individuals and should lead to monotonous growth in mean BMI - which is in
line with the observation that developed areas in China show a higher mean level of BMI
and overweight (compare section 2). In economic terms, developmental progress creates
an overall upward pressure on individuals’ body weights by making food relatively cheaper
and physical activity relatively more expensive. However, complementary to utility from
consumption of food and other goods, individuals also have a preference for ideal weight.
In particular, individuals aim to achieve (or maintain) a weight level which they consider as
ideal31 whereas larger deviations (in either direction) from their ideal weight lead to more
disutility. As a result, overall consumption choices are partly governed by the desire to min-
imize the deviation from that ideal weight. It follows that the relationship between income
and BMI is ambiguous - more income should be associated with consumption choices that
lead to weight gain for the underweight (i.e. by further increasing food consumption), but
to behaviours associated with weight control (or even weight loss) for the overweight, ceteris
paribus. Importantly, this also suggests that any dynamic model of weight management has
to account for the base level of body weight. Popular examples of activities related to weight
control are dieting, i.e. the substitution of high-caloric diets by low caloric (and often more
costly) ones, or increased sports participation. Also, active weight control should be most
commonly observed among higher income classes in more developed societies who are most
likely to face both, sedentary jobs as well as food abundance.

Perhaps restricted by the use of cross-sectional data existing studies often model contem-
poraneous body weight as a function of income (i.e. income and body weight are measured
at the same time) and either estimate conditional correlations between the two (e.g. Jolliffe

30Alternative analyses (not shown here) that stratified sub-samples according based on mean-income
levels of communities as well as geographical clusters (non-coastal rural, non-coastal urban, coastal rural
and coastal rural areas) instead of the development index yield qualitatively similar results.

31This ideal level is idiosyncratic to the individual, but usually gender specific and determined by cultural
and social norms (Etil (2007)) as well as by health concerns (Kan and Tsai (2004)).
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(2010), Lu and Goldman (2010) or Chou et al. (2004)) or exploit additional exogenous varia-
tion in income to estimate local average treatment effects for the sub-population of compliers
(Akee et al. (2010) or Cawley et al. (2010)). On the one hand - despite controlling for all
confounding factors - simultaneity of body weight and income makes coefficient estimates
questionable and hard to interpret.32 Moreover, using contemporaneous measurements of
body weight neglects the dynamic nature of the problem. Body weight is a stock variable
and income-related differences in individual behaviour need time to materialize. On the
other hand, although overcoming biases due to (1) omitted variables in the estimated equa-
tion and (2) reverse causality, instrumental variable approaches make it difficult to reveal
general patterns, because the effect is usually not generalizable to the population at large.33

Using the longitudinal dimension of the CHNS, I follow Ng et al. (2012) and approximate
changes in BMI based on a linear growth regression which explicitly recognizes the time
dimension of weight management in the theoretical model:

BMIgrowth
i,t+1 = β0 + β1logInci,t + β2BMIi,t + β3PAi,t + β4Xi,t + β5wavet + β6geoi + εi,t (1)

Note that, from an econometric point of view, a growth specification reduces the bias
that stems from the reverse relationship between income and BMI to the extent that it is
difficult to think of a person’s future growth in body weight to have any influence on his
income level today. In the above specification the geometric mean growth rate of individual
BMI (BMIgrowth

t+1 )34 is modeled as a linear function of its present level (BMIt) (which we
take as given), the log of deflated per capita household income (logInct), the present level of
job related physical activity (PAt), additional covariates (Xt) (such as age at the time of the
survey and its square, education, marital status, household characteristics) as well as time
and geography dummies. β1 is the main coefficient of interest which should be informative
with respect to the direction in which a higher level of income relates to weight growth.
Present levels (t) in this context refer to measurements taken in the CHNS waves 1991,
1993, 1997, 2000 and 2004 - the 2006 wave is only used for the calculation of growth rates.
As usual, εi,t is the individual time specific error term. The model is estimated withing
subsets of the data that are defined based on terciles of the development index.

Several remarks are in order. First, dynamic changes in body weight reflect a convergence
process where adjustments are always made relative to the base level value. Moreover, the
present level of body weight differs across income levels which makes controlling for BMIt

32Shimokawa (2008) actually shows that (at least at higher levels of the body-weight distribution) there is
a reverse and negative effect of weight on income. Thus, identification strategies that estimate simultaneous
relationships are likely to fail even when only controlling for observable characteristics of individuals.

33It is well-known that instrumental variables only allow to identify the effect of interest for the sub-
population of compliers, i.e. the part of the population that reacts to the instrument.

34Formally, the geometric mean growth rate of BMI is defined as BMIgrowth
i,t+1 = (

(
BMIi,t+1

BMIi,t

) 1
(t+1)−t − 1).
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essential. Given a natural upper bound of body weight and based on the assumption of
individual preferences for ideal weight I expect to find negative values for β2, independent
of the level of economic development - i.e. the probability of weight control is higher at higher
levels of BMI. However, a key issue when estimating the model by OLS is the endogeneity of
BMIt. It is likely that BMIt and BMIgrowth

t+1 are jointly influenced by unobserved individual
specific factors (i.e. genetics and individual specific habits) which are captured in the error
term. To the extent that these unobservable factors are positively correlated with both, the
present BMIt and BMIgrowth

t+1 , the estimated coefficient β2 should be upward biased. With
respect to logInct, the estimation bias introduced by the endogeneity of BMIt might carry
through and affect β1. One popular solution to that problem would be to instrument BMIt

with its lagged value BMIt−1 . Unfortunately this not feasible in the present context,
because it would shrink the estimation samples to individuals who are observed in three
consecutive waves of the CHNS - the resulting sample sizes are simply too small. Another
solution would be to rely on time varying parameters (e.g. such as prices) which could be
interacted with household or community exogenous variables for identification. Although
the CHNS provides the necessary variables, the first stage estimates of potential instruments
on BMIt turned out too weak to be used in the analysis.35 Likewise, there is no credible
instrument for income available in the present context. Income affects BMI through induced
changes of caloric intake and/or caloric expenditure. Hence, for exogenous variations in
income to affect BMI the effect of the instrument has to be strong and long-lasting. Several
IV candidates were tested: income contributions by elderly individuals (>60) who live in the
household, the existence of twins younger than sixteen in the household (which would, by
definition, lead to a reduction in per capita income) and subsidy payments at the communal
level. For all candidates the first stage estimates were simply to weak to be useful for the
analyses. Hence, due to the lack of exogenous variation in BMIt and logInct the coefficient
estimates in this setting lack a causal interpretation, but reflect conditional associations.

Finally note that the inverted U-shaped relationship is true conditional on work related
physical activity PAt, but it may not be unconditionally true. The theoretical framework
suggests that unconditionally at higher incomes job related exercise could be lower and
weight may be rising unconditionally. Thus, as long as less strenuous work is associated
with higher income, not including the level of job related physical activity could result in
an upward bias of β1. The inclusion of PAt should account for differences in BMI growth
paths that exist due to different levels of job-related strenuousness. Therefore, β1 should be
interpreted as the mean association of income and BMI growth net of differences in growth

35Note that in the earlier version of this chapter I used the mean BMI level of adults (18-60) living in the
same community as a instrument for individual BMI. While this provided very strong first stage results,
the exclusion restriction could not be defended reasonably. Mean community BMI is (strongly) correlated
with individual BMI due to shared environmental factors, social norms, food habits and lifestyles. There
are good reasons to assume that these factors did not only affect BMI in the past, but will continue to affect
future BMI growth paths of individuals. Hence I decided against the use of the instrument.
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paths that are due to different levels of work related physical activity.
As the model equation suggests further covariates need to be controlled for. Due to

metabolism affects age and its square are important factors to be taken into account. It is
known that BMI is an increasing and concave function of age which, in turn, is likely to
affect the income level of individuals. After controlling for employment status, and a battery
of other individual and household characteristics, the estimated coefficient of logInct, (β̂1),
is assumed to indicate the conditional association of household income and future growth
in BMI. All analyses are conducted by gender and development tercile (measured in t), and
include geography and time fixed effects.36 Since the model is estimated on a pooled sample
the standard errors are adjusted for clustering at the community level.

5.2 Results

Table 2.9 shows the coefficient estimates from the pooled OLS regressions for the determi-
nants of individual BMI growth by gender and level of economic development under the
inclusion of geography and year dummies. The coefficients of main interest are found in the
first row and support the hypothesis that the association of income with growth in BMI
differs across different levels of development. When looking at the sub-samples, in the least
developed areas a higher level of (log) income is related to a significantly stronger growth of
individual BMI. This is true for males and females likewise, and the coefficients are similar
in size. After controlling for the other covariates in the model a 10% higher income level
is, on average, related to a 0.015 p.p. (0.013 p.p. for males) increase in BMIgrowth

t+1 . How-
ever, β1 turns insignificant for females and males when the second development category is
considered (though the point estimates are still positive). It should be noted that here the
coefficients are approximately half the size of their correspondents in the least developed
categories. This suggests a flattening of the income gradient. The overall picture changes
for the economically most developed areas where the income gradients switch sign from
positive to negative. Here, for the sub-group of females, a 10% higher income level is associ-
ated with a significant 0.017 p.p. decrease in BMIgrowth

t+1 . Stated differently, after adjusting
for differences in initial BMI levels and controlling for other covariates, in more developed
areas the body weights of females located at higher levels of the income distribution (ceteris
paribus) grow significantly slower than of those at lower levels - a pattern which is quali-
tatively similar to what can be in industrialized societies nowadays. Although the income
gradient is also negative for males in the most developed areas it is not significantly different
from zero. Although the estimates lack a causal interpretation, they suggest that additional
weight growth is higher at higher income levels in less developed areas, but lower at higher
income levels in more developed areas (at least for females). Not surprisingly, this is in line
with the theoretical predictions, but also with the insights from section 2 where BMI was

36Geography dummies indicate non-coast versus coast, and rural versus urban location
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found to have grown fastest in less developed areas and lower income groups, respectively.
At this point it is worth to investigate the other coefficient estimates. Like expected,

there are significant convergence effects in growth paths as reflected by the negative coef-
ficients of BMIt across all sub-samples - thus, higher levels of BMIt are associated with
significantly lower future growth rates.37 Furthermore, the model hints at a non-linear re-
lationship between age and BMI growth for females in the least and second least developed
areas where the growth rates increase up to the age of 40, but decrease afterwards . In
the most developed areas growth reaches its peak somewhat later, i.e. approximately at
the age of 50. For males, however, both age coefficients are insignificant. Interestingly,
most of the coefficients that capture the effect of job related physical activity appear to be
insignificant. This might be due to the fact that some variation in physical activity levels
is already captured by the development index. A priory one would assume individuals with
low levels of physical exhaustion (i.e. non-employed or with very light and light physical
activity) to show higher levels of subsequent BMI growth. This, however, is not reflected by
the estimates. A possible reason could be that individuals experience transitions into less
demanding activities between t and t + 1 (which is of course not captured in this setting).
In contrast to other studies, the level of education plays virtually no role in the process of
body weight accumulation after controlling for the other variables. The same is basically
true for the education of the household head. This finding is not in line with the prediction
of theoretical models which consider the decision to be overweight as an outcome of limited
knowledge about potential health risks. Finally, the relationship between marital status and
BMIgwt is also rather weak.

6 Conclusion

Using data from the 1991-2006 waves of the China and Nutrition Survey this paper inves-
tigated the recent spread of overweight and obesity among adults in China. The period
under consideration was not only characterized by impressive economic growth, but also
by a marked divergence in the level of economic development across different regions. The
concurrence of these two phenomena provide an interesting setup to study the linkages of
economic development with population weight levels - overcoming the limitations of cross-
country comparisons. Descriptive statistics confirm that weight levels are continuously rising
over all Chinese provinces which are represented in the data. Moreover, while coastal and
urban areas show significantly higher levels of overweight and obesity at the beginning of
the observation period, that gap is narrowing continuously as non-coastal and less devel-

37Interestingly, the pattern of BMI convergence also hold when absolute annual changes of BMI (not
shown here) are regressed on the same set of covariates. Hence, the convergence effects which are found are
not only due to the way the dependent variable BMIgrowth

t+1 is constructed, namely as percentage growth
relative to its base level BMIt .
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Table 2.9: Estimation Results by Gender and Development Level, Adults 18-60

FEMALES MALES
Dev.Cat=1 Dev.Cat=2 Dev.Cat=3 Dev.Cat=1 Dev.Cat=2 Dev.Cat=3

Dep. Variable (in %) BMIgwt BMIgwt BMIgwt BMIgwt BMIgwt BMIgwt

logInct0 0.1458*** 0.0751 -0.1720** 0.1329*** 0.0689 -0.0839
(0.051) (0.062) (0.073) (0.049) (0.061) (0.074)

BMIt0 -0.3302*** -0.3473*** -0.3990*** -0.4110*** -0.3018*** -0.3192***
(0.021) (0.026) (0.023) (0.031) (0.022) (0.021)

Age 0.1142*** 0.1883*** 0.1750*** -0.0093 -0.0579 -0.0205
(0.039) (0.043) (0.053) (0.035) (0.040) (0.054)

Age2 -0.0014*** -0.0023*** -0.0017*** -0.0000 0.0004 0.0002
(0.000) (0.001) (0.001) (0.000) (0.000) (0.001)

Not Working reference reference reference reference reference reference
Working 1.0848 0.3292 -0.1216 0.6246 0.6872 0.3238

(0.681) (0.330) (0.218) (0.817) (0.464) (0.270)

Very Light PA reference reference reference reference reference reference
Light PA 0.8175 0.6987** -0.0995 0.1690 0.0246 0.3167

(0.717) (0.303) (0.208) (0.829) (0.518) (0.352)
Moderate PA -0.1320 0.4563 0.3562 0.2709 0.3472 0.4672

(0.732) (0.353) (0.333) (0.908) (0.507) (0.378)
Heavy PA 0.4813 0.5367* -0.6793 0.4226 0.3471 0.1861

(0.663) (0.294) (0.760) (0.808) (0.504) (0.722)

Never Married reference reference reference reference reference reference
Married -0.1165 -0.1467 -0.3370 0.2186 0.4695** 0.1868

(0.329) (0.315) (0.313) (0.170) (0.211) (0.273)
Divorced/Widow 0.1450 -0.4114 -0.6780 -0.4685 0.2805 0.5630

(0.454) (0.422) (0.430) (0.321) (0.401) (0.402)

No Education reference reference reference reference reference reference
Primary -0.0179 0.0562 0.1980 0.0828 -0.1420 0.2883

(0.099) (0.134) (0.210) (0.179) (0.224) (0.325)
Secondary -0.0090 -0.0145 -0.0243 0.1363 -0.2530 0.4091

(0.127) (0.164) (0.198) (0.191) (0.228) (0.296)
Higher -0.0930 -0.1232 -0.3383 0.1328 -0.3259 0.2460

(0.182) (0.198) (0.217) (0.269) (0.259) (0.301)

Constant 3.5272*** 3.3334*** 6.9035*** 7.5023*** 7.6474*** 8.6822***
(0.995) (0.969) (1.132) (1.062) (1.007) (1.263)

Geography Dummies Yes Yes Yes Yes Yes Yes
Year Dummies Yes Yes Yes Yes Yes Yes

Observations 5,903 4,330 3,747 5,314 3,823 3,271
R-square 0.091 0.109 0.146 0.116 0.093 0.118
Note: Robust standard errors in parentheses. Standard errors account for ID clusters.
*** p<0.01, ** p<0.05, * p<0.1
Table does not report coefficients and s.e. for the following variables: Interaction Terms of
Working Status and Physical Activity Level, Education of Household Head, Household Size, Dependency
Ratio, Share of Males in Househould
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oped areas in China catching up. Likewise, lower income groups are increasingly affected by
overweight. In line with findings of earlier studies, it appears that strong declines in physical
activity are the main drivers of the epidemic. This appears reasonable as, due to ongoing
structural changes in the economy, the are profound shifts across different segments of the
labour market, i.e. individuals are moving from jobs in agriculture and heavy industries
into light industry and service sector jobs.

Looking more deeply into the income gradient of obesity, the revealed dynamics are
mostly in line with the hypotheses of the model by Philipson and Posner (2003) and Lak-
dawalla and Philipson (2009): as regions become more developed there is some evidence for
a “trickling down” of overweight from higher to lower income groups - in particular for fe-
males. Results from growth regressions at the individual level show that while income levels
are positively correlated with subsequent BMI growth in less developed areas the relation-
ship is negative (and significant for females) in the most developed areas. Extrapolating
from this pattern we may expect (as China continues to develop) that lower income groups
are going to catch up further - and eventually overtake higher income groups - with respect
to overweight prevalence in the future. As such, the ongoing changes are in line with the
overall picture that emerges from existing meta studies which find a positive income gradi-
ent of overweight in developing countries, but a negative gradient in developed economies
(Sobal and Stunkard (1989); Monteiro et al. (2004b)).

One striking insight from this paper (that coincides with existing findings in the litera-
ture) is the earlier reversal of the income gradient of body weight for females. Two aspects
are likely to play a role in this respect. First, there is a known literature that investigates
gender differences in the changes of labour force participation and work conditions as coun-
tries develop (see e.g. Mammen and Paxson (2000)). A common finding there is that male
labour force participation is consistently high throughout all stages of development, but
female labour force participation follows a U-shape trend. In poor societies both, males
and females, are mostly engaged in subsistence agriculture or informal activities - both of
which are often physically demanding and generate little income. As undernutrition and
economic hardship is widespread, it is reasonable to expect body weights to be positively
correlated with income levels for both genders. Gender differences are more pronounced in
middle income countries, however, where female labour force participation rates are gen-
erally lower and women often find themselves in the household or participating in family
activities (especially when the husband earns sufficient income). Moreover, those women
who are in wage employment typically work in jobs that are on average physically less
demanding. On the contrary, the relatively more males remain in agriculture or work in
blue-collar jobs, both of which are characterized by a higher level of strenuousness. In that
respect, economic development leads to a stronger decline in job-related physical activity
for females than for males (as also seen in Table 2.1) or, stated differently, the increase in
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the cost of caloric expenditure is stronger for females than for males. Although less pro-
nounced, these gender differences persist throughout industrialization. The second aspect
relates to gender differences in the views of ideal body shapes. Males are traditionally the
bread-winners of the family and larger body sizes are thought to reflect physical dominance
and strength. On the contrary, females often face stronger societal pressures to conform to
thin body shapes (determined by cultural norms and media images). Indeed, findings by
Cawley (2004) show that males tend to overstate while females tend to understate their true
weight level. The stronger upward pressure that comes with economic development paired
with the gender differences in the perception and relative importance of ideal weight could
explain why the turning point where weight control becomes important arrives at an earlier
stage of development for females than for males.

Besides the non-causal interpretation of the findings, a further shortcoming of the paper
is the inability to look more deeply into the pathways through which income translates into
BMI changes at the individual level, namely adjustments of caloric expenditure and intake.
While the CHNS contains data on physical activity related to occupations and homework
since 1991, precise time-use information that covers leisure time activities (e.g. sports) was
completely missing until 1997 and was only added fragmentary thereafter. Since leisure
activities are essential for weight control, a closer look at changes in caloric expenditure
for the entire period was, thus, not possible. Moreover, the CHNS collects dietary intake
data since 1991 - yet a detailed investigation revealed that there is a significant amount of
implausible within individual variability of macro-nutrient measurements over time (with
the correlations between two adjacent measurements of any macro-nutrient, i.e. fat, proteins
and carbohydrates, never exceeding 0.19). While the dietary data may still suffice to look
at mean changes, it appears to be too noisy to investigate changes in dietary composition
at the individual level.

The findings of this study are - despite their descriptive character - relevant for policy
makers and future research. First, they provide a comprehensive long-term picture about
the evolution of overweight and obesity in China that closely links the phenomenon with
the aspect of economic development. The result that overweight is not only on the rise,
but also shifting towards less developed areas and poorer parts of the population has direct
practical implications. Any policy measure that aims to contain the epidemic is ill-conceived
if its restricted to higher income groups only. On the contrary, effective policies need to
embrace lower income groups especially - as they are the ones most at risk - and inform
individuals about the serious health impairments that can result from unhealthy diets,
sedentary lifestyles and excess weight. Failure to do so will come at great expense for the
public health system. Being a major determinant of numerous non-communicable diseases
such as cardiovascular disease, diabetes, certain types of cancer, psychological problems,
among others, a continuing reversal of the overweight gradient will trigger already existing
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health inequalities at the population level. While in no way conclusive, the findings of this
paper should stimulate future research in the field. In particular, future studies should try
to identify the causal effects of income on the key parameters of the weight management.
This is a formidable task as long lasting and significant exogenous variations in income levels
are hard to find in reality. Moreover, more detailed data on time use of individuals as well
as higher frequency data on dietary schedules will help to deepen the understanding about
the relative importance of caloric expenditure versus caloric intake in weight management.
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7 Appendix

Figure 2.A.1: CHNS Regions
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Note: The map shows the geographic location of provinces covered by the CHNS.

Figure 2.A.2: Logarithmic Income vs. Development Index by Wave
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Note: The line represents the unconditional linear fit between the development index and the logarithm of
mean income at the community level.
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Figure 2.A.3: Distribution of Development Index by Survey Year
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Note: The figure depicts kernel density estimates (by survey wave) of the development index at the com-
munity level

Figure 2.A.4: CHNS Trends: Per Capita Income over Time for Geographical Clusters
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Note: Own calculations based on per capita household income data (deflated to 2006) as provided by the
CHNS
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Figure 2.A.5: CHNS Trends: Changes in Activity Levels over Time
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Note: Own calculations based on occupation information as provided by the CHNS.
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Table 2.A.1: Descriptive Statistics for estimation Sample, Adults 18-60

Variable Female (N=13980) Male (N=12408) Total (N=26388)

mean sd mean sd mean sd

BMI 22.55 3.18 22.16 2.88 22.37 3.05
Overweight 0.21 0.4 0.16 0.36 0.18 0.39
BMI growth rate (t+1) 0.5 3.4 0.55 3.07 0.52 3.25
LogIncome 7.91 0.93 7.91 0.93 7.91 0.93
Age 40.42 10.56 39.93 11.19 40.19 10.86

Activity Level
Very light 0.12 0.32 0.12 0.33 0.12 0.32
Light 0.2 0.4 0.14 0.35 0.17 0.38
Moderate 0.14 0.35 0.2 0.4 0.17 0.38
Heavy 0.52 0.5 0.52 0.5 0.52 0.5

Education
No education 0.34 0.47 0.13 0.34 0.24 0.43
Primary 0.23 0.42 0.24 0.43 0.24 0.43
Secondary 0.27 0.44 0.39 0.49 0.32 0.47
Higher 0.16 0.37 0.24 0.43 0.2 0.4

Marital status
Never married 0.06 0.23 0.14 0.35 0.1 0.29
Married 0.9 0.29 0.84 0.37 0.87 0.33
Divorced/Seperated/Widowed 0.03 0.18 0.02 0.14 0.03 0.17

Year
1991 0.25 0.43 0.25 0.44 0.25 0.43
1993 0.19 0.39 0.19 0.39 0.19 0.39
1997 0.18 0.39 0.19 0.39 0.19 0.39
2000 0.19 0.4 0.19 0.39 0.19 0.4
2004 0.19 0.39 0.18 0.38 0.18 0.38

Geography
Rural non-coast 0.43 0.5 0.45 0.5 0.44 0.5
Urban non-coast 0.21 0.41 0.2 0.4 0.21 0.4
Rural coast 0.25 0.43 0.24 0.43 0.25 0.43
Urban coast 0.11 0.31 0.11 0.31 0.11 0.31

Other
Share non-agricultural 56.4 35.11 55.62 35.4 56.03 35.25
Household size 4.26 1.43 4.25 1.42 4.25 1.42
Dependency ratio 0.28 0.21 0.26 0.21 0.27 0.21
Note: Summary statistics provided in the table describe the final estimation sample
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Table 2.A.2: Factor Loadings of Community Variables

Variable Factor Loading

Dirt Roads -0.58
Stone Roads -0.56
Paved Roads 0.88
Bus stop 0.33
Telephone 0.46
Newsletter 0.47
Electric power cut -0.36
Farmland -0.59
Share non-agricultural 0.67
Very Light Activity 0.74
Light Avtivity 0.72
Moderate Activity 0.32
Heavy Activity -0.84
Open Trade Area 0.32
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Part III

Economic Development and
Socioeconomic Inequality in Female
Body Weight

Abstract

The origin of the obesity epidemic in developing countries is still poorly understood.
It has been prominently argued that economic development provides a natural inter-
pretation of the growth in obesity. This paper tests the main aggregated predictions
of the theoretical framework to analyze obesity: Average body weight is positively
associated with economic development. In relatively poor countries, female obesity is
a phenomenon of the socioeconomic elite. With economic development, obesity shifts
towards individuals with lower SES.
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1 Introduction

The obesity epidemic has attracted considerable attention in recent years. Much of the re-
lated research has focused on obesity in developed countries (see for example Baum (2009);
Baum II and Ruhm (2009); Chou et al. (2008); Gruber and Frakes (2006) among oth-
ers). On the contrary, the emerging epidemic in the context of developing countries has
received less attention in the economics literature (see Abdulai (2010); Doak and Popkin
(2008); Asfaw (2007)). A theoretical framework to analyze the obesity epidemic was first
provided by Philipson and co-authors (Philipson and Posner (2003);Filmer and Pritchett
(2001); Lakdawalla and Philipson (2009); Lakdawalla et al. (2005)). These researchers argue
that economic development (and, closely related, technological progress) provides a natu-
ral interpretation for the emerging obesity epidemic as it lowers the price of caloric intake
relative to the price of caloric expenditure. Using a utility maximization framework, they
also suggest that on the individual level, a non-monotonic relationship between income and
weight arises, with obesity concentrated among the socio-economic elite in poor countries
and among the poor in more developed countries. The non-linearity occurs when overweight
individuals use additional resources to loose weight (i.e. substituting unhealthy food with
healthy food, or reducing working hours in a sedentary job in favour of additional time spent
in sport activities).

So far, the existing empirical evidence supports these main aggregated predictions. Sahn
(2009) confirms that mean body weight levels are globally on the rise. Also, based on
literature reviews, there is evidence for a rotating gradient of body weight as countries
develop - i.e. obesity in developing countries was initially a disease of the affluent (Sobal
and Stunkard (1989)), but shifted towards groups of lower socioeconomic status (SES) more
recently (Monteiro et al. (2004b); McLaren (2007)). However, while they provide a good
starting point, results from these literature reviews are of limited value, because the number
of reviewed studies is relatively small, and because included studies often use very different
indicators to measure socioeconomic status (such as education, income, wealth, etc.) and/or
a great variety of study populations (general population studies, immigrants, selected areas,
etc.) - which limits the comparability across countries. A notable exception is the paper
by Tafreschi (2011) which investigates changes in the BMI gradient in China. Since that
paper, however, focuses on a single case study its results can not be generalized.

Additional insights about the association between socio-economic level and overweight
status within countries is very relevant for policy makers in order to predict the dynamics of
the disease and to design counter-measures in favour of population sub-groups who are most
affected by the problem. Moreover, it is known that socio-economic inequalities in health
measures other than overweight exist in many developing countries (Deaton (2003);Wagstaff
et al. (2003);Grimm (2011)) where public health systems are weak and economically dis-
advantaged subgroups in the population are usually over-proportionally affected by acute
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conditions and infectious diseases. As countries develop, these sub-groups might face a
double burden - and, thus, a increase in health inequality - if overweight and obesity con-
centrations are shifting towards them as a consequence of economic development.

This note is the first one to empirically investigate the SES-obesity gradient in develop-
ing countries by (1) using comparable micro-data (Demographic Health Surveys), (2) with
identical indicators for SES-rank across surveys, (3) from more than 50 developing countries
and (4) matching it with macro level data. It is to be mentioned from the start that the
aim of this paper is to unveil associations. We test two main hypotheses which are derived
directly from predictions of the underlying theoretical model of Philipson and Posner (2003).
Being aware of endogeneity issues in our econometric analyses we do not estimate the causal
effect of economic development on either mean body weight at the country level or its gradi-
ent in our analyses, but instead investigate whether the patterns (i.e. correlations) found in
the data are consistent with the theoretical predictions of Philipson and co-authors - and it
turns out that they are. Extrapolating from our findings we suggest that body weight levels
will further increase in developing countries and, in addition, add to the existing health
gradients in other diseases as the poorer population segments are increasingly affected by
the epidemic..

2 Theoretical Background

Philipson and co-authors (Philipson and Posner (2003); Lakdawalla and Philipson (2009);
Lakdawalla et al. (2005)) analyzed the long-run rise in obesity in a standard micro-economic
framework, where body weight is a commodity produced with chosen inputs (calorie con-
sumption and physical exercise). In their theoretical framework, body weight is influenced
by three exogenous factors, i.e. (1) the relative food price, (2) the calories expended per
hour of work, and (3) the individual wage rate. Economic development is likely to affect
all three factors. First, with economic development, relative food prices decline. Second,
technological change alters the industry structure. Fewer people are needed for food pro-
duction, while other sectors, particularly the service sector, become more relevant. Work
becomes more sedentary and, hence, individuals need fewer calories to perform in their jobs.
Third, technological progress increases productivity, and thus, wages. All these three factors
would lead to a higher demand for calories and higher body weight, particularly among the
better-off. On the other hand, individuals have preferences for an ideal weight. If an ideal
weight is a normal good, the marginal disutility of deviating from this ideal weight is higher
for higher income groups. This results in a negative association between socio-economic
status and body weight. Whether or not we observe a positive or negative income gradient
of overweight in a population thus depends largely on the level of economic development.
In relatively poor countries, the first effect dominates and we expect a positive relationship
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between SES and body weight. In more advanced countries, the second (disutility) effect
dominates for at least some proportion of the population and the relation between SES and
weight may be inverted U-shaped. Ideally one would like to empirically test this theory by
estimating the causal impact of absolute SES on body weight, either on different parts of
the income distribution to analyze effect heterogeneity within a country, or across different
countries to compare effects. This is, however, difficult for two reasons: (1) Measuring ab-
solute SES (for example income or consumption) is problematic (Pyatt (2003)) and many
household surveys include measures for relative SES-rank but not for absolute SES. (2) A
creditable identifying strategy is needed to isolate the impact of SES on body weight, but
exogenous variations of SES are rare. We therefore test for two predictions on the aggre-
gate level that follow from the micro-economic predictions. Note that this exercise provides
empirical evidence consistent with the theoretical model, but does not directly test for it.

Proposition 1: Average body weight is associated with economic de-
velopment.

Denote the relationship between body weight and income with W = g(x) and the probability
density function of income with f(x). Economic development shifts the income distribution
function to f ∗(x) such that the average income increases

´
xf(x)dx <

´
xf ∗(x)dx. As long

as g(x) is a strictly positive transformation (or in other words, if higher incomes lead to
higher body weight), economic development should be associated with higher average weight
(i.e.

´
g(x)f(x)dx <

´
g(x)f ∗(x)dx). The disease is self-limiting, however, if the disutility

effect being overweight dominates for at least a some share of the population. If this is
the case, economic development can be associated with constant or even declining average
weight (i.e.

´
g(x)f(x)dx ≥ ´ g(x)f

´ ∗(x)dx). We, thus, expect a non-linear (and maybe
even non-monotonic) relationship between average weight and economic development.

Proposition 2: SES-related health inequality is associated with eco-
nomic development.

Denote the cumulative proportion of body weight with qW (x) = 1
(E[g(X)])

´ x

0 g(X)f(X)dX

and the cumulative income distribution with p(x). The concentration curveLW (p) denotes
the relationship between qW (x) and p(x), and indicates the proportion of weight in individ-
uals with incomes less than or equal to x. The concentration index is twice the area between
the concentration curve and the line of equality (Wagstaff et al. (1991)). If the relationship
between body weight and income is differentiable, the resulting second derivative of the con-
centration curve is equal to (Podder and Tran-Nam (1994)): L

′′
W (p) = (g′(x))

(E[g(X)]f(x)) Suppose
that on the individual level, higher incomes lead to higher body weight (i.e. g

′(x) > 0 for all
plausible incomes), the concentration curve is convex (the concentration index takes positive
values). If in contrast, higher incomes would lead people to lose weight (i.e. g

′(x) < 0 for all
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plausible incomes), the concentration curve is concave (the concentration index takes neg-
ative values). In the intermediate case, where the relationship between income and weight
is inverted U-shaped, the concentration curve crosses the equality line (see Figure 3.1).38

We would thus expect a negative association between the concentration index and economic
development.

Figure 3.1: Concentration curves

3 Empirical Analysis

3.1 Data

To test the two propositions outlined above, we use data from the Demographic and Health
Surveys (DHS), which are nationally representative household surveys.39 These cross-
sectional surveys typically include 5,000 to 30,000 households, and provide anthropometric
measurements (weight and height) for a selected sample of women. We use DHS data from
52 different countries from 1991 to 2008 (in total 115 different surveys, including information
from 943’605 women) to construct aggregate measures at the country-year level. To test
proposition 1, average Body Mass Index (BMI = kg/m2), proportion of the population be-
ing overweight or obese (BMI ≥ 25) or obese (BMI ≥ 30) are used as dependent variables.
The concentration index (Kakwani et al. (1997)) based on the DHS wealth index (Rutstein
(2008); Filmer and Pritchett (2001)) is used as the dependent variable to test proposition
2. We are only able to compute the concentration indices for 100 surveys, while for the
remaining 15 we do not observe the DHS wealth index. Our main independent variable
approximating economic development is the level of per capita GDP - this information, as

38The concentration index is often used to order countries. Here, concentration curves that cross the
line of equality make it very difficult to judge which country has a more unequal body weight distribution.
In our application, however, concentration indices are used to test the implication of a theoretical model,
where crossing concentration curves are part of this theory.

39For further information, see http://www.measuredhs.com/.
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Table 3.1: Sample Descriptives

Obs Mean Std. Dev. Min Max
Dependent vairables

Average BMI 115 23.067 2.164 18.92 29.846
Concentration index (BMI) 100 0.0197 0.0107 -0.0064 0.0388
% Overweight 115 0.256 0.1809 0.0195 0.7899
Concentration index (overweight) 100 0.2192 0.1431 -0.0222 0.6611
% Obese 115 0.0811 0.0881 0.001 0.4469
Concentration index (obese) 100 0.35 0.2061 -0.0409 0.8332

Independent Variables
Time (year) 115 2000 5 1991 2008
Per capita GDP ($) 115 930.96 1020.5 124.85 5115.1
Urbanization (rates) 115 38.51 18.64 11.42 81.11
Population (thousands) 115 37,500 106,000 497 1,090,000
Consumer Price Index 108 73.634 32.38366 0.0501 143.11

well as total population sizes, urbanization rates and consumer price indices are added using
the World Development Indicators (2011) database.

Descriptive statistics of the dependent and independent variables are shown in Table 3.1 -
and listed in more detail by country and survey year (including original sample sizes) in Table
3.A.1. Our data covers DHS samples of adult females aged 15-49 from most parts of the world
ranging from low income countries with a minimum GDP per capita of US$ 125 (Ethiopia
(2000)) to higher middle income countries such as Brazil or Turkey with a maximum GDP
per capita of US$ 5’155 (Brazil (1996)). While mean BMI at the country level is around 23
(i.e. normal weight), there is significant variation in weight levels across populations. For
example, females from the Middle East (e.g. Egypt or Jordan at the upper end) appear to
be significantly heavier on average than their counterparts from (South-) Asian countries
(e.g. Nepal, India or Bangladesh at the lower end) - which, of course, also translates into
significant differences in the shares of overweight and obese females, respectively. Note that
a close look at Table 3.A.1 already suggests a positive correlation between mean weight levels
and GDP. Moreover, the mean values of the concentration indices for overweight (0.22) and
obesity (0.35) indicate that, within countries, the epidemic is mostly concentrated among
the relatively wealthier parts of the populations that we investigate. Looking at within
country changes over time, however, it can be seen that overweight and obesity appears to
be shifting towards the lower ranks of the wealth distribution in some countries (e.g. in
Egypt, Ghana or Peru), while it mostly remains (or even expands) at higher ranks in other
countries (e.g. in Tanzania or Uganda).

Our data two major advantages over other existing studies. First, individual income as
a measure of SES is usually very difficult to measure and (even more difficult) to compare
across countries - especially in developing countries where a major share of income is gen-
erated in the informal sector. We are less affected by this difficulty as we approximate the
overweight gradient using a relative rank measure that is based on household assets. This

48



measure is known to approximate the within country SES rank of individuals reasonably
well (seeFilmer and Pritchett (2001)) and is also sufficiently comparable across countries.
Second, unlike other sources DHS data do not suffer from measurement error due to self
reporting bias in height and weight. However, a major disadvantage of our data is that we
do not observe measures of caloric intake or caloric expenditure - which limits our ability
to provide empirical evidence about possible mechanisms that underlie our findings.

3.2 Results

We run a regression of per capita GDP on average BMI to test for proposition 1. Alter-
natively, we run a regression of per capita GDP on the proportion of the population with
overweight and the proportion of the population with obesity. A squared term of per capita
GDP is included to capture a potential non-linear relationship. Controlling for a linear
time trend Table 3.2 (column 1) shows that average BMI, as well as overweight and obesity
significantly increase with economic development. The results are robust to controlling for
confounding variables on the aggregated level (see columns 2-4).

To test proposition 2, we a run a regression of per capita GDP, its squared term and
a linear time trend on the concentration indices for BMI. Alternatively, this model is also
estimated for the concentration indices for overweight, and obesity. Again, we gradually
extend the models with a set of control variables (Table 3.3) to account for major sources
of confounding. As predicted by the theory, our results indicate a significantly negative
association between the concentration indices for overweight and obesity and per capita
GDP. The association between the concentration indices for BMI and per capita GDP is
also negative, but not significant on standard levels (p = 0.15). The results are robust to
including control variables on the aggregated level (see columns 2-4). This sustains to the
second hypothesis that obesity shifts from the socioeconomic elite to people with a relatively
low socioeconomic status with ongoing economic development.

Several sensitivity checks are performed to support our main findings. The results are
not reported, but available from the authors upon request. First, we perform a demographic
standardization (Kakwani et al. (1997)) to account for the heterogeneity in the population
structure. Included variable in this standardization are age, pregnancy status, marital
status, type of residence, number of children aged below 5 in the household and total
number of children ever born. All these factors are very likely associated with body weight
for women, and may be also associated with the development status of the country. Second,
DHS surveys for more than one year are available for 35 countries allowing estimating
time fixed effects panel models. This controls for any time-fixed confounders, such as for
cultural differences. Third, we address for the fact that overweight and obesity are binary
variables. This is particularly a problem since concentration indices are bounded by the
mean of the health variable with binary variables. Since the theory predicts increasing
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average obesity levels with ongoing economic development (at least for developing countries),
lower concentration indices could simply reflect higher average obesity levels and may not
portray lower SES-related inequality. We therefore normalize the concentration index by
dividing it by its feasible minimum or maximum (Wagstaff (2011a)). And finally, we use
alternative measures for the relative SES-rank to adjust for the fact that our results may
be sensitive to the choice or our measure for SES (Wagstaff and Watanabe (2003)). The
DHS wealth index does not use the same asset types in all countries. We thus construct
an alternative asset index that uses the same types of asset. This, however, does not solve
the incomparability problem (i.e. the ownership of certain assets may not correspond to a
similar SES-rank in different countries). We also use the highest education of the household
head as an indicator for SES-rank (even in culturally and economically diverse countries,
higher education should lead to higher incomes and thus higher SES-rank). Our results are
robust to all these sensitivity checks.

4 Concluding Discussion

This note investigated the recent rise of overweight and its socio-economic gradient in de-
veloping countries. Using 115 samples of females aged 15-49 from 52 low and middle income
countries who were surveyed during the period 1991 to 2008, we find a positive and ro-
bust association between the level of economic development and a country´s mean levels
of BMI, overweight and obesity. Moreover, economic development seems to determine the
distribution of overweight and obesity within countries. While overweight appears to be
mainly an “upper-class phenomenon” in low income countries, lower socio-economic classes
are increasingly affected by the disease in middle income countries. Both empirical findings
are in line with the patterns predicted by the theory of Philipson and Posner (2003) which
argues that technological advancements are a natural explanation for the observed obesity
epidemic as they lower the price of caloric intake (be in in monetary units or due to reduced
time needed for food preparation) relative to the price of caloric expenditure. As economies
undergo sectoral shifts towards more sedentary jobs, physical activity levels are continu-
ously reduced (see Ng et al. (2009)). This trend is also fueled by the rapid urbanization
observed around the globe. At the same time, rising incomes will increase the demand for
calories in the population - particularly in sub-groups that experienced food-shortages in
the past (see Asfaw (2007)). These dynamics can explain the positive association of mean
body weight and GDP observed in the data. Additionally assuming that individuals have
a latent desire for healthy weight, Philipson and Posner (2003) predict the socio-economic
gradient of overweight rotate from positive to negative as an economy develops.

We add useful evidence to the ongoing discussion about the nutrition transition that is
happening in many parts of the world (Popkin (1999)). By computing distribution moments
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based on comparable sets of nationally representative individual level data, we provide a
comprehensive snapshot of the epidemic with a high degree of external validity. The patterns
that we find are worrisome from a policy perspective. Our findings suggest that, with future
economic development, the obesity epidemic is going to further burden health systems and
to add to the socio-economic health inequalities which already exist in many developing
countries. Thus, policy makers are advised to implement measures that tackle the obesity
epidemic. This is not only the case for middle income countries such as e.g. Brazil, Egypt or
Turkey where overweight levels are already high at present, but also for low income countries
where the disease is only at its onset.

Surely, designing effective responses to tackle the disease is not an easy task for policy
makers, especially as it is not uncommon in developing countries that under- and overweight
coexist (sometimes even within the same household (Sahn and Younger (2009))). However,
with obesity being a major risk factor for non-communicable diseases such as cardiovascular
disease, type 2 diabetes, certain types of cancer and others, neglecting the problem will
come at the price of significant health related costs in the future and trigger existing health
inequalities - the US example supports this prediction (Cutler et al. (2003)). A recent
article by Gortmaker et al. (2011) provides a rich discussion about possibilities of cost
effective interventions in this context. Discussing the complexity of the phenomenon, the
authors argue that in order to reverse the recent global trends that we observe in the data,
many sustained interventions at several levels (i.e. governments, international organizations
and the private sector) are required. Adequately designed infrastructure projects have the
potential to stimulate physical activity at the individual level (e.g. construction of bicycle
lanes or parks in urban areas for recreational activities). Subsidizing “healthy food” or,
alternatively, taxing unhealthy food can lead to desirable changes of individual consumption
patterns (Schroeter et al. (2008)) - especially when paired with information campaigns that
explain the negative health consequences of unhealthy diets to consumers (Kan and Tsai
(2004)) and change preferences towards more healthy alternatives. At best, policies should
be tailored to specific sub-groups to gain maximum efficiency. In addition, more resources
should be made available for monitoring systems and research on the topic.

Finally, it should be noted that our empirical findings have important limitations that
should be tackled by future research on the topic. First, using data from the DHS, we can
not make any statements with respect to male populations, children or adult females older
than 49. Second, unobserved confounding factors (e.g. cross-country differences in cultures
and attitudes towards overweight) and potential reverse causality (e.g. the negative effect of
obesity on worker productivity) are likely to bias our coefficient estimates. Thus, despite the
inclusion of important observed confounders and country fixed effects in the analyses as an
attempt to reduce the bias, our results have no causal interpretation. The robustness of the
associations we find, however, makes our results (at least) a relevant benchmark for future
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studies on the topic. Third, due to data limitations we do not investigate the two main
channels, i.e. individual´s caloric intake and expenditure, and how they change as countries
become richer. For sure, knowledge about behavioral changes with respect to these variables
is crucial to gain a deeper understanding of why we observe the gradient to rotate - instead
of relying on theoretical arguments only. Unfortunately, DHS data is rather limited in that
respect and would not allow us to make any statements in that direction. Finally, one could
argue that using GDP as a proxy for economic development is overly simplistic. While
this critique is certainly legitimate, we experimented with alternative measures of economic
development (e.g. share of labour force in agriculture or child mortality), but the qualitative
patterns remained.
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Part IV

Retention Effects in Higher Education
Abstract

Retention policies are commonly used to maintain student quality at educational
institutions. Their effectiveness, however, is debated in the literature. Exisiting pa-
pers investigate the effect of retention on student outcomes in primary and secondary
education - results for higher education are non-existent. This paper complements
the literature as it analyses the effects of retention during the first year at the univer-
sity level. To establish causality a binding minimum requirement of the first year is
utilized in a regression discontinuity framework. Administrative data from the Uni-
versity of St. Gallen, Switzerland, is used to estimate causal effects of retention on
subsequent drop-out probabilities of students, the choice of major studies, their study
speed and grade performance. While the effects of retention on immediate drop-out
and subsequent study speed are rather modest, significant improvements in grades are
found.
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1 Introduction

Equal access to tertiary education is a major goal of education policies in many OECD
countries.40 As a result, student numbers have increased sharply over the last decade.
For example, in the US student full-time enrollment in tertiary education has increased
by 32% between 1996 and 2006 (OECD (2008)). While this trend seems positive in terms
of inequality concerns, increasing student numbers can harm the ability of universities and
colleges to meet accountability standards. As a direct consequence they might have to apply
stricter selection criteria at different stages throughout college or university education which,
in turn, might lead to higher student dropout rates (OECD (2008)).

At the same time, integrating students from various backgrounds might challenge uni-
versities from a different angle. Students from families with low academic background
might struggle more while trying to adapt to the university environment. Due to their
slower adjustment pace, these students might also drop out, voluntarily or involuntarily. As
emphasized by Tinto (1975), an inverse relation exists between the quality of the student-
environment fit and his dropout probability.

Some OECD countries, e.g. the EU/EFTA countries, have been facing the above-
mentioned problems caused by free access to university for many years. Tuition fees in
these countries have been traditionally low or even in-existent. Due to legal restrictions
public universities are very often not allowed to select their students in advance. Therefore,
selection has to take place during college/university. Furthermore, students tend to drop
out in late stages of their studies due to their preferences and ability.

Consequently. universities have developed idiosyncratic strategies of coping with the
tension between equal access, accountability standards, and differential paces of students in
adjusting to a new environment. So far, no systematic evaluation of the different potential
systems exists that would provide guidelines to policy makers. This study is the first to
evaluate one particular selection approach, taking the University of St. Gallen in Switzerland
as an example. Due to nationwide rules, the University of St. Gallen is not allowed to select
students in advance. Therefore, students are selected throughout their first year, the so-
called Assessment Year (ASY). Students who fail this year according to a strictly enforced
rule are not promoted to the Bachelor level. At the same time, the university follows a
remedial approach, i.e. failing first year students are given the chance to repeat the full first
year.

This paper examines lessons that can be learned from this selection and remedial ap-
proach for the design of selection systems at the university level. In particular, it focuses
on three research questions. First, how does retention in such a system affect drop-out

40In his State of the Union Address on January 24, 2012, Barack Obama emphasized the importance of
this goal: "When kids do graduate, the most daunting challenge can be the cost of college. (...) Higher
education can’t be a luxury - it’s an economic imperative that every family in America should be able to
afford."
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behaviour, i.e. are students willing to take the chance of repeating, or are they scared
away by the outlook of repeating a full year? Second, given that they repeat, how is the
subsequent choice of major studies affected by it? Third, does repeating the first year help
students to successfully proceed throughout university, and what do they gain in terms of
educational outcomes? Both questions center around the benefits of the retention approach
for the individual student.

2 Literature

This paper largely builds on the literature on retention in primary and secondary educa-
tion. There exists no formal theory that would clearly predict the effects of retention per se.
Instead, it is mostly intuitively argued that retention can have both positive and negative
effects on student outcomes. As summarized in Manacorda (2012), positive effects might
include learning gains from repetition as well as improved confidence as students can cope
better with their performance requirements. Negative effects might occur through retarded
learning, low aspirations, stigmatization and necessary adjustments to a new classroom envi-
ronment. Therefore, determining the net effect of retention on student outcomes ultimately
remains an empirical question.

The empirical literature on retention effects in education has vastly developed during the
last decade. The majority of early studies from the pedagogical and psychological literature
have shown negative (conditional) correlations between retention and subsequent academic
outcomes, as summarized in Jimerson (2001). Newer attempts to measure causal effects
of retention include instrumental variable methods (Eide and Showalter (2001)), selection
models (Lorence and Dworkin (2006)), difference-in-differences approaches, or most promi-
nently, regression discontinuity designs (Jacob and Lefgren (2004), Roderick and Nagaoka
(2005), Jacob and Lefgren (2009), Greene and Winters (2007), Manacorda (2012)). The
results of these studies are less negative than earlier studies would suggest.

Results regarding test scores are mixed, but there is a tendency towards positive effects
of retention in lower grades. An unequivocally positive effect on test scores seems to exist for
retained 3rd graders in the US. Three studies independently find a positive effect for Chicago
(Jacob and Lefgren (2004)), Texas (Lorence and Dworkin (2006)), and Florida (Greene and
Winters (2007)). These results, however, do not translate to 6th graders as shown by Jacob
and Lefgren (2004). Roderick and Nagaoka (2005) find even negative effects on test scores
of 6th graders in Chicago. All outcomes examined in these studies are short-term outcomes,
i.e. measured 1-3 years after retention

With respect to dropout, existing studies confirm the intuition that retention leads to
higher dropout rates as the costs of finishing a degree increase for retained students. This
result has been confirmed by Jacob and Lefgren (2009) for 6th graders in Chicago, by Ou
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(2010) for 9th graders in New Jersey, and by Manacorda (2012) for 7th to 9th graders in
Uruguay. As emphasized by Ou (2010), dropout is higher for minority students, which
is in line with Tinto’s theory on the inverse relation between the quality of the student-
environment match and his dropout probability (Tinto (1975)).

So far only one study has looked at post-education outcomes, i.e.10 years after being
retained. Eide and Showalter (2001) find no effect of retention during high school on earn-
ings. This results is not surprising as all other studies did not find any immediate effects of
high school retention either. Although retention effects in primary and secondary education
have been studied extensively, there is no study in the economics literature that investigates
retention effects in higher education. Identification in a higher education setting might
be difficult due to a lack of clear-cut retention rules in many institutions. Yet, it might
be worthwhile to investigate retention effects for students in higher education for various
reasons.41 First, negative effects of retention might be less pronounced in post-secondary
education. More mature students are expected to display stronger self-confidence that can
less easily be harmed. Furthermore, detachment from initial cohort members is probably
less harmful in a university environment where interaction does not only take place within
a single classroom. Second, the effect on dropout might be higher for university students.
On the one hand, university education is voluntary, so that dropouts from university do
not have to face any sanctions. On the other hand, outside options of university dropouts
are certainly more valuable than outside options of high school dropouts. Third, univer-
sity students might benefit especially from repeating the first year. Quickly adapting to
the university environment might be especially difficult for students from families with low
academic background. Furthermore, some students need additional time for developing new
study habits, e.g. self-guided learning.

Therefore, this paper aims to contribute to the literature by examining retention effects
in higher education on subsequent academic outcomes, especially on dropout, grades, and
major choice. Methodologically, our design is closest to the routes taken by Jacob and
Lefgren (2004) who exploit a strictly enforced and clear-cut test score cutoff in order to
identify retention effects.

3 Institutional Setup

The University of St. Gallen is a Swiss public institution. As a traditional business school
it offers degree courses in Business Administration, Economics, International Affairs, and
Legal Studies. It is the largest college of its kind at the national level when measured by
the number of students in Business and Economics. The significance of the institution as

41There is a literature that investigates the effectiveness of remedial education programs (e.g. Martorell
and McFarlin Jr (2011)) - which is, however, substantially different as remedial courses are meant to support
student achievements in major courses.
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such is reflected in Table 4.A.1 which shows the number of graduates in Switzerland and in
particular at the University of St. Gallen over the last few years - the institution accounts
for roughly 30% of all graduates in Economics and Business Administration in Switzerland.

For legal matters the university has no direct control about the number of new entrants.
By federal law it is committed to accept every student with a Swiss university entrance
license, i.e. a Swiss high school certificate (so-called matura). For students with foreign
high school degrees there exists a pre-defined admittance rate which varies by year. Foreign
students’ admittance is based on an entrance test. The unrestricted admittance of Swiss
high school graduates is reflected by the continuous rise in student numbers the university
experienced over the last decade. While the number of first-year students amounted to
about 800 students in 2006, 10 years earlier only about 600 students entered (Table 4.A.2).

In order to maintain a high quality of education and degrees, the so-called assessment
year (ASY) was introduced in 2001. The primary goal of the ASY is to select first-year
students into the Bachelor level. Students are allowed to proceed to the Bachelors level
when they meet the requirements as stated by the ASY regulations. Over the years 2001 -
2006, the university admitted only approximately two thirds of all first-year students to the
Bachelor directly - however non-admittance can be due to both voluntary and non-voluntary
dropout.

The ASY requires identical core subjects and test criteria for all students. By the end
of the ASY, students must have chosen their Bachelor specialization (Business, Economics,
International Affairs, Law and Economics (not considered in this paper)). There are two
sub-groups of students for which the ASY differs. First, students who intend to specialize
in legal studies follow a different curriculum during the ASY. Second, students of non-
German mother tongue can chose to complete the assessment courses within two years
instead of one (so-called extended track). Due to these special terms both groups are
excluded from all analyses in this paper. All other students follow a strictly defined standard
curriculum (Table 4.A.3) - henceforth denoted as the Business/Economics track - and form
the population of interest for this study.

The core curriculum of the Business/Economics track comprises courses in Business
Administration, Economics, Legal Studies and Mathematics. These subjects are tested after
the first and second semester during predetermined examination weeks (so-called central
examination periods). Moreover, students have to proof sufficient foreign language skills
which are also examined during the second central examination period. In addition to the
core subjects, students have to take courses in leadership skills and critical thinking. Both
are either evaluated on the basis of group presentations or written essays. Finally, students
have to submit a major essay in one of the core subjects to be handed in before registering
to the second central examination period.

All courses are compulsory and each course in the ASY is graded and weighted by a
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number of pre-defined credit points. The overall grading of all courses, in turn, leads to
the final decision on whether the student passes or fails the ASY. The whole curriculum
of the ASY comprises a total of 60 credits (55 in 2001). The grading scale in the Swiss
education system is defined from 1 to 6 in steps of 0.5 - with 4 being the worst passing
grade and increasing values indicating better performance. The grading process makes sure
that students cannot pass or fail only due to one evaluation. Instead, a student passes or
fails according to a performance measure based on all course grades.

The ASY is designed so as to make selection into the retention-treatment as objective and
non-manipulable as possible. This is ensured by the following four steps. First, all courses
are compulsory, and examination dates are fixed by the university. Second, examination
dates are blocked in short time periods. In particular, all core subjects are tested within
a central examination period of five weeks in both the fall and the spring term. This time
pattern leaves only limited space for students to strategically adjust their learning behavior
during these periods. Third, grade disclosure takes place exclusively at the end of each
semester. All course grades are jointly disclosed at the same day by mail. Notice that exams
taken in the final central examination period take place in calendar week 25-29 and account
for 25.5 credits (Table 4.A.3). Students receive no information on their performance in these
courses before calendar week 35. Thus, students receive no information about pivotal grades
during this examination period and therefore there exists no meaningful strategic behavior
when exams are taken. Fourth, students have basically no chance to enforce a revision of
grades.42

Once all compulsory courses are completed, the ultimate criterion for passing the ASY is
threefold. First, individuals have to accumulate 240 (220 in 2001) credit-grade-points, which
corresponds to an overall average grade of 4.0. Second, individuals must not accumulate
more than 12 so-called minus credits (MC), a rule that we will elaborated on below. Third,
individuals have to submit a proof of sufficient accounting skills.

The further analysis will concentrate on the second criterion, for the following reasons.
The first criterion is rarely violated if the other criteria are fulfilled, i.e. only 3 individuals
in the cohorts of 2001 - 2006 failed the ASY because of an insufficient number of credit-
grade-points. These individuals are excluded from the analysis. Furthermore, violating the
third criterion means neither passing nor failing the ASY. Once the other two criteria are
fulfilled, violating the third criterion allows for conditional acceptance into the Bachelor.
Yet, students have to pause and submit a proof of accounting skills in the meantime. As
this group is particular and rather small, we will also exclude them from the analysis (see
section 4).

42Only in the case of obvious mistakes during grading, grade revision is unequivocally granted. In all
other cases, the individuals have to file a case (so-called recourse). Yet, in the data for 2001 - 2006, we
observe 2 cases with insufficient performance according to the data who are still observed in the Bachelor
afterwards. These individuals might have won a case for grade revision.
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Thus, the decisive rule for passing vs. retention is given by a strict threshold of 12
minus credits which will later be exploited as a treatment rule. For any course, a student
receives minus credits if he obtains a grade below 4. Minus credits in the respective course
are then defined as the difference between the actual grade and a grade of 4, multiplied by
the number of credits for this course. E.g., if a students receives a grade of 3.5 in a course
with 4 credits, he obtains 2 minus credits for this course. To describe the accumulation of
minus credits more formally, suppose that the overall number of compulsory subjects in the
ASY is S. Let Gs be the grade obtained in a course, and Cs the number of credit points
associated with the subject. The total sum of minus credits (MC) is then calculated as

MC =
S∑

s=1
(4 − Gs) ∗ Cs ∗ 1(Gs < 4) (1)

Note that minus credits cannot be compensated for by grades greater than 4 in other
subjects. If MC > 12, the respective student fails the ASY and cannot directly proceed
to the Bachelor level, i.e. the student is retained. Yet, he is allowed to repeat the full
ASY. If the ASY is successfully passed in the second attempt, the student is admitted
to the Bachelor level and can proceed. In case of failing again, the student is coercively
exmatriculated. Enforcement of this rule is strict (see figure 4.A.1).

Prior to entering the Bachelor level, individuals choose their Bachelor specialization
(Business, Economics, Law and Economics, or International Affairs). During the Bachelor
phase, they complete a number of compulsory courses and electives as well as a Bachelor
thesis, but are free to set the pace of degree completion themselves. On-time graduation
follows after 4 Bachelor semesters, but only a minor fraction of students manages to complete
their Bachelor degree within this time frame. Yet, once individuals have entered the Bachelor
level, more than 84% graduate within at most 6 Bachelor semesters.

4 Data

4.1 General description

The analyses in this paper are all based on administrative records from the University of
St. Gallen and are, thus, free of measurement error. The data consist of enrollment and
course data at the student level and cover the population of all students entering the ASY
between 2001 and 2010. Yet, students entering the ASY after 2006 are excluded from the
analysis as long-term outcomes are unobserved for this group (i.e. for the latest cohorts we
only have incomplete information about their performance at the Bachelor level).

The enrollment data are on a half year basis (by semester) and contain the following
information. First, we can observe whether the ASY has been passed successfully or not.
Second, for each student who fails the first year, we observe whether he repeats the ASY
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or drops out, respectively. Third, the data contain information about major choice (mostly
Business or Economics) at the Bachelor level. Forth, we observe individual characteristics
at the data of university entry, i.e. age, sex, nationality, mother tongue, country of origin
as well as region of origin for students from Switzerland, type of high school degree and in
which country or region it has been obtained, as well as the date of high school graduation.

The course file contains information on individual performance at the course level for
each semester, i.e. grades and credits for each completed course. This information is crucial
at different points in the analysis. First, on the basis of course information, we restrict
the estimation sample to first-year students who have completed all compulsory courses as
required by the curriculum. Second, it allows us to compute the precise number of minus
credits obtained by each student. Third, we use grades and credit points at the Bachelor level
as measures of academic performance. In order to capture the pace of degree completion,
we use credits obtained by the end of each Bachelor semester. As a measure of the quality
of performance, we use standardized grades. In order to account for grade inflation, grades
are standardized at the level of Bachelor entry cohort.

Thus, the initial sample consists of all entering first-year students with German mother
tongue who start the Business/Economics track at the University of St. Gallen (n = 3762,
see Table 4.A.4). This sample is homogenous in the sense that first, all Business/Economics
students have to complete the same courses during their freshman year, and second, these
students face exactly the same exam conditions. The latter is not the case for students with
foreign mother tongue as they might have longer exam durations. Table 4.A.4 shows that the
compositions of the student cohorts remain approximately stable over the years in terms
of background characteristics. The large majority of students is male (73%). Moreover,
most students enter the ASY when they are 20 or 21 years old. Foreign students account
for 22% on average. This number is low due to admission rules: The fraction of students
with neither high school diploma from Switzerland nor Swiss citizenship is restricted to at
most 20% of the student body. As mentioned, these students are selected on the basis of an
entrance test.

For the main analyses in this paper we only consider students who have completed all
first-year courses. For all other freshman students, the assumption of random assignment
to retention is problematic, since course non-completion might relate to unobserved charac-
teristics which also affect subsequent outcomes. Therefore, the following types of students
are dropped:

• students who have not completed all mandatory first semester courses (type 1)

• students who have completed all mandatory first semester courses, but have exceeded
the threshold of 12 MC already in the first semester (type 2)

• students who have passed the first semester but have dropped out voluntarily after
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the first semester (type 3)

• students who have not completed all courses in their second semester (type 4)

• students who fail the mandatory accounting test and therefore cannot be promoted
(type 5)

All other students (denoted as type 6) are included in the final estimation sample (n = 2’983).
The estimation sample is therefore a selected sample of all entering first-year students and
-as such - endogenous. We describe the different types of students in Section 4.2 in order to
deepen our understanding about ongoing selection processes throughout the first year.

4.2 What happens during the first year?

Our final estimation sample contains only students who complete all first-year exams (see
Table 4.2). These account for 79% of all freshman with German mother tongue who enter the
Business/Economics track. Accordingly, 21% of all freshman miss at least one requirement of
the ASY. In order to understand the selection dynamics throughout the first year we examine
several pathways that lead to the exclusion from our final estimation sample. For this
purpose, we classify students according to 6 types as mentioned in Section 4.1. Classification
is based on three criteria: first, whether all main exams have been taken (first semester:
Business 1, Econ 1, Math 1, second semester: Business 2, Econ 2, Math 2, Term paper),
second, whether students have exceeded the threshold of 12 MC in the first or second
semester, respectively, and third, the point in time when they drop out. An additional
criterion is passing the mandatory accounting exam by the end of the first year. Students
who have not passed this exam are "blocked", i.e. must not take any courses for at least one
semester. Table 4.2 shows the relative size for each of the type sub-groups.

It can be seen that dropout is particularly high in the beginning of the first year. Among
the first-semester dropouts, we can distinguish between three groups. First, 6% of students
do not complete all main first-semester exams (type 1). These students might have been
discouraged already in the beginning. Second, 10% of students take all required exams, but
exceed the threshold of 12 MC already by the end of the first semester (type 2). As a result
these students are not allowed to enter the second semester. Third, a minor fraction of 1%
decides to dropout despite successfully passing his first-semester courses (type 3). Among
the three groups, type-1-students appear as the lowest performing students (see Figure 4.1).
Considering only the exams these students have taken, their median performance is slightly
lower than the performance of the median type-2-student. Unsurprisingly, late voluntary
dropouts (type 3) have better grades than early voluntary dropouts (type 1). Yet, their
performance is still very often below the passing grade of 4. Overall, a visible descriptive
relationship between performance and dropout exists during the first semester. It is however
unclear whether students drop out due to their low expected performance, which would be
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in line with the idea of "schooling as experimentation" (Manski (1989)), or whether dropout
and performance are confounded by other unobserved factors, or both.

Figure 4.1: Grades, by type

Note: Box-plots of the grade distributions, by type. The sample includes all first-year students with
German mother tongue entering in 2001 - 2006 into the Business/Economics track. Type definitions are
presented in Section 4.3.

Dropout during the second semester is low, i.e. only 4% stop after having entered the
second semester. Half of them drop out voluntarily as they do not take all required exams in
the second semester (type 4), and the other half is delayed due to a missing accounting exam.
Again, better performing students tend to drop out at a later stage, or stay (Figure 4.1).

Table 4.1 also gives some indication about the extent that types might be confounded by
observed characteristics. With respect to age, no clear pattern exists. In contrast, foreign
students and students with an entrance test tend to stay longer. This observation is also
in line with the considerations of Manski (1989) as initial costs of taking up studies in St.
Gallen is higher for foreign students (e.g. studying for the entrance exam, moving to a
foreign country, higher student fees for foreign students), and thus their initial performance
expectations must also be higher in order to have positive expected gains of taking up a
degree. Similarly, students who completed their high school diploma in the canton of St.
Gallen are overrepresented among the first three types as they might have had lower costs
in the beginning.
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4.3 Estimation sample

Table 4.3 describes the final estimation sample (type 6). It can be seen that their cohort
characteristics are relatively stable over the years, except for slight changes in the age
distribution. Moreover, the estimation sample is comparable to the initial overall sample of
entering first-year students in terms of student background characteristics (see Tables 4.A.4
and 4.3). Nevertheless, we can not rule out that the sample is selected, i.e. it differs from the
overall freshman population in terms of their unobservable characteristics (see Section 4.2).
Regarding the educational outcomes of our estimation sample we observe the following:
First, the fraction of students who do not accumulate any minus credits amounts to 56%
on average. Moreover, students tend to accumulate larger amounts of minus credits in the
second semester. In total, 11% fail the ASY, and 10% repeat, implying that dropout rates
after retention are low. The fact that 97% of all freshman are observed to enter the Bachelor
level implies that, indeed, most of the repeaters must have repeated successfully.

Treatment assignment is random in the specified sample at the cut-off of 12 minus credits
according to our argument outlined in Section. Table 4.4 provides descriptive support for
this point. First, mean background characteristics are approximately stable at the cutoff
value. Age is slightly lower at the cutoff, but on both sides of the cutoff, which does not
threaten the analysis. The most worrisome observation is that the fraction of individuals
with an entrance degree from St. Gallen is considerably higher among students just below
the cutoff. Second, mean grades in the main subjects are also smoothly distributed. We use
non-standardized grades in order to illustrate this point. Given that grades are distributed
smoothly, manipulation on the part of graders seems unlikely. Third, in terms of outcomes,
dropout rates after the first year increase sharply at the threshold, but they are still very
low for retained students. This fact is also reflected by the high number of students starting
the Bachelor degree to both sides of the cutoff.

5 Identification Strategy and Estimation

The passing requirements for first year students provide a strictly enforced rule that allows
us to obtain a local estimate of the causal effects of retention and repetition on future edu-
cational outcomes, i.e. we use the threshold value (c) of 12 minus credits for identification.
Just at the threshold retention is quasi-random, and we exploit this feature in the following.
Descriptive evidence (shown later) supports this assumption.

In the potential outcome framework, Y 0
i and Y 1

i are the outcomes of an individual in a
state without and with retention, respectively. Note that, however, for each student, only
one state is observed at any moment in time, i.e.

Yi = Y 1
i ∗ Ri + Y 0

i ∗ (1 − Ri) (2)
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with Ri = 1 if the individual is retained, and Ri = 0 if the individual is not retained. In
general, we are interested in the following difference which represents the mean effect of
retention on future outcomes

τ = E[Y 1|R] − E[Y 0|R] (3)

where Y is the educational outcome of interest and R the binary retention or repetition (the
treatment) status which jumps from zero to one at the cut-off value of 12 minus credits.

Ultimately we are interested in getting a consistent estimate of the difference in educa-
tional outcomes of students that were retained after the first year (and repeated) and the
outcomes of the same students had they passed, ceteris paribus. However, this effect cannot
be revealed from the data without further assumptions. This is because retention status
is non-random. A conditional mean comparison (conditional only on observable character-
istics X) between all students for which R = 1 and all students for which R = 0 would
reveal the treatment effect of interest only if unobservable characteristics U were identically
distributed in both groups. Since, however, U is likely to contain factors (e.g. motivation
or ambition) that are systematically different across the two groups (e.g. students that
passed are also more ambitious) conditional mean comparison between the overall groups
of students who failed and students who did not fail will lead to a biased estimate of the
retention effect as these groups are generally not comparable. Thus, we can not assume that
Cov(R, U |X) = 0 in our setting.

Yet, students who just passed are expected to be fairly similar regarding their distribution
of U compared to students who just failed the first year. Consequently, being retained is
assumed to be quasi-random around the threshold. Following this logic, we restrict the
identification of the retention effect to this local sub-population.

In the related literature, this assumption is known as the local continuity assumption
(Imbens and Lemieux (2008)). The assumption implies that, had the individuals within
a small window around the threshold been exposed to the same policy, they would have
achieved on average the same outcome. Hence, as a consequence of student’s inability to
precisely control the number of minus credits achieved, in the local neighbourhood around
the threshold retention is as good as random and, thus, allows us to identify the effect of
interest around the discontinuity point, i.e.

τRD = E[Y 1 − Y 0|MC = c] (4)

While we can test whether the observed covariates X are continuously distributed around
the threshold, the assumption that this is also true for unobserved characteristics U is an
identifying assumption that cannot be tested.

The local continuity assumption further implies that, for our identification strategy to
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be valid, we have to ensure that students who end up close to the critical threshold could
not perfectly anticipate on which side of the threshold they will be placed. This assumption
seems very reasonable in our setting. While students are aware of the threshold ex-ante (as
it is announced in the rules of the ASY) it is unlikely that they are able to sort themselves
just above or just below the threshold once they have taken all exams. Another argument
against strategic sorting is that grades and minus credits are not perfectly predictable from
the perspective of the student. Grading schemes are often designed after the exams are
taken and the students do not have any control about that process. Moreover, grading
schemes are solely decided upon by the teachers.43

In addition to these arguments, we examine the assumption of local continuity by in-
vestigation of the density of minus credits achieved on either side of the cut-off value (as
proposed by Lee and Lemieux (2010)). If density plots are smooth at the threshold, we can
be confident that no sorting took place.

Continuity is depicted by Figure 4.2, which shows a histogram of the (recentered) number
of minus credits. The aggregated bins depict a smoothed version of the minus credits
distribution. However, bin-width is chosen in order not to smooth over the threshold-value.
The vertical line represents the cut-off value. Overall, it can be seen that the distribution
of minus credits is heavily right skewed. At the same time there is no visual indication of
sorting around the threshold. Likewise, the McCrary test (McCrary (2008)) does not reject
the null-hypothesis of continuity of the running variable at the cut-off c (log difference in
height=0.05, p-value=0.75).

Figure 4.2: Histogram of the assignment variable

Note: The assignment variable is defined as the amount of minus credits accumulated during the ASY.
Minus credits are adjusted by subtracting the cut-off value (12.25 minus credits) from the actual amount
of minus credits. The sample consists of all individuals in the estimation sample (cohorts 2001 - 2006) who
have accumulated at least 0.25 minus credits (n = 1669).

Further using the threshold value in our identification strategy, we examine the effects
of retention and repetition on various outcomes: drop-out probability after first year at

43Hence, the only way to purposely achieve a position just above the threshold is to apply for a revision
of grades. However, from administrative sources we know that the number of individuals who manage to
shift themselves below the critical cut-off value as a result of a revision process is, if anything, marginal (in
most years even non-existent), as explained in Section3.
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university (binary), whether a student is ever observed at the Bachelor level (binary), choice
of major studies (binary) as well as continuous educational outcomes (credits and the grades)
over the subsequent semesters at the Bachelor level.

In addition to simple mean outcome comparisons at the threshold, we estimate models
of the following form:

Y = α + β ∗ 1(MC ≥ 0) +
K∑

k=1
γk ∗ MCk +

K∑
k=1

νk ∗ MCk ∗ 1(MC ≥ 0) + ε (5)

where Y represents the various educational outcomes, MC corresponds to the recentered
(minus 12.25) number of minus credits collected by the student at the end of the first year
and k is a flexibility parameter. In all specifications the coefficient of interest is β - it
represents the causal effect of retention on the outcomes. We further use varying windows
of data around the threshold to assess the robustness of our findings. By using higher order
polynomials and interaction terms we allow for a non-linear relationship as well as different
slopes on both sides of the cut-off values. We also provide nonparametric estimates based on
the guidelines provided by Imbens and Lemieux (2008). These are based on kernel methods
(where the optimal bandwidth is computed by cross-validation) using local linear regressions
to estimate the boundary points on each side of the threshold. As with our parametric
specifications, the effects of interest are identified by the differences in the expected means
of the outcomes on either side of the threshold. The results for our preferred specifications
are reported in the result section, while various other specifications are to be found in the
appendix.

Using the same model specifications we also investigate the local continuity of pre-
determined covariates around the threshold to debilitate concerns related to strategic sorting
and, thus, support the validity of our approach. Table 4.5 presents the coefficient estimates.
While there is no evidence for gender or age-related sorting around the threshold, there is
some indication for discontinuities with respect to the origin of students - i.e. we find some
evidence that students who just fail are less likely to be from “nearby St. Gallen” (as already
mentioned in the data section). To account for such differences, we estimate all models for
educational outcomes with and without covariates (covariates included correspond to the
ones in Table 4.5 ) to check the robustness of our findings.

Our identification strategy faces two further difficulties. First, we are interested in
performing same-grade comparisons, i.e. educational outcomes of retained students are
compared to the same outcomes of non-retained students. By the nature of the problem,
however, the outcomes of the two groups are measured one year apart (the outcome of
retained students is typically measures one year later). However, it might well be that
outcome distributions are not per se comparable across years. To account for potential
problems that are due to changes in grade distributions over time we standardize on the

76



level of the Bachelor level entry cohort.
Second, the problem of non-random dropout might bias the results when we investigate

future educational outcomes other than dropout decisions that occur right after the first
year (i.e. after the second semester). As discussed, retention might induce individuals to
leave university (instead of repeating the first year). The identification results presented
so far are only valid under the assumption of random dropout. If dropout, however, is
selective our estimates would be biased. Assume that the less able students are more
likely to drop out as a result of failing the first year - i.e. only the more able remain and
repeat. In such a setting, one might estimate a positive effect of repeating the first year on
subsequent outcomes (while the true effect is zero) just because of selective dropout. We
clearly acknowledge such concerns. Yet, out of the 342 students in our estimation sample
who are retained only 37 students (or 11%) drop out. Moreover, this number is smaller
at the threshold (around 7%). We do not consider this share to be substantial and, thus,
abstain from extending the analyses towards partial identification strategies that would only
allow to estimate bounds for the effects of interest.

Table 4.5: RDD Estimates: Pre-determined Characteristics

Column (1) (2) (3) (4)
Male -0.04 -0.14 -0.17 -0.05

(0.09) (0.10) (0.15) (0.14)
Age 17/19 0.02 0.04 -0.04 -0.02

(0.10) (0.11) (0.15) (0.15)
Age 20/21 -0.04 -0.06 -0.10 -0.07

(0.10) (0.11) (0.16) (0.17)
Age 22+ 0.02 0.01 0.14 0.05

(0.05) (0.06) (0.09) (0.09)
Gap year -0.06 -0.10 -0.14 0.02

(0.10) (0.12) (0.16) (0.17)
Entrance degree from SG -0.13 -0.15* -0.21* -0.24*

(0.08) (0.09) (0.13) (0.14)
Foreign citizen 0.00 0.01 0.04 -0.02

(0.07) (0.08) (0.11) (0.11)
Entrance test -0.02 0.00 -0.01 -0.03

(0.05) (0.05) (0.07) (0.06)
Estimation Window [1;1] [8;8] [12;12] [12;12]
Polynomial order 0 2 4 NP
Observations 94 908 1615 1615

Note: RDD estimates of Dropout behaviour and Major choice. Columns (1) - (4) display different
specifications. The parametric specifications (1)-(3) are estimated using a linear probability model.
Following Imbens and Lemieux (2008) the bandwidth for the local-linear nonparametric specification (NP)
is determined by cross-validation. The respective estimation window for each specification is reported as
the minus credit range on each side of the threshold.
* Significant at 10%- level, ** Significant at 5%- level, *** Significant at 1%- level. Standard errors in
parentheses.
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6 Results

This section provides visual evidence as well as regression estimates of the effects of retention
on academic outcomes based on the discontinuity design (i.e. for students close to the cut-off
value of 12 minus credits) as explained before. At first, we investigate how retention affects
the dropout decisions of students after their first year, i.e. before enrollment into their third
semester. To which extent causes retention students to drop out, immediately or throughout
their second attempt of the ASY, respectively? After that, the effect of retention on the
choice of the Major at the Bachelor level is discussed. Finally, we compare the academic
outcomes of repeaters vs. non-repeaters at the Bachelor level. In particular, we focus on the
number of credits accumulated in subsequent semesters as well as the corresponding grade
point averages (GPA) by the end of each Bachelor semester to see if student retention at
the college level can lead to improved learning and academic performance at later stages
throughout the Bachelor.

6.1 The effect of retention on dropout

Interpreting dropout decisions as an utility maximization problem Manski (1989) pointed
out that students weigh their expected utility from dropping out against their continuation
utility. Within the institutional framework we explained earlier, retained students incur
higher continuation costs than non-retained students. They face not only one additional
year of foregone earnings, but also the risks of failing the ASY for a second time. In
addition, being separated from their entry cohort or being stigmatized as a repeater might
be associated with additional (psychological) costs. These considerations, ceteris paribus,
suggest that dropout rates are supposedly higher for retained students.

Figure 4.3 shows students’ mean dropout rates (left panel) as well as the probability to
ever be observed at the Bachelor level (right panel) as a function of the minus credits they
accumulate by the end of their first year. The threshold value is depicted by the vertical line
together with quadratic regression lines (on each side separately) for illustrative purposes.
Looking at the mean values it can be seen that the vast majority (>97%) of students who
meet the passing requirements of the first year are, indeed, not observed to drop out, and
proceed with their Bachelor studies. On the contrary, the share of retained students who
drop out immediately after their first year is larger (approximately 7% for students close
to the threshold value) - and is also found to have a larger variance. Unsurprisingly, the
probability to be observed at the Bachelor study at some point is also lower for retained
student. The figure indicates that of those students who just failed their first attempt, 87%
are observed at the Bachelor level later on - the regression line slightly underestimates that
share. Given that we see large variances in both outcomes for the sub-sample of retained
students we can expect regression estimates to heavily depend on the flexibility of the
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underlying model as well as the chosen window that they are based on.
In fact, this is found in the upper panel of Table 4.6 which presents various regression

estimates of the effects of retention on dropout immediately after the first year (i.e. after
the second semester44) We ran numerous specifications of the model, but only show the
results based on our preferred model specifications. In order to account for the tradeoff
between bias and precision, the specifications grow more flexible as the sample size (i.e. the
estimation window) increases (Lee and Lemieux (2010)). Therefore it should come as no
surprise that the standard errors of the coefficient estimates eventually increase - despite
the larger bandwidth - as a result of the higher order polynomials. We also enrich the
specification to include covariates in order to balance potential differences that are due to
observable characteristics. In addition to parametric models we provide non-parametric
estimates using the approach suggested by Imbens and Lemieux (2008).45

Figure 4.3: RDD estimates: Probability of immediate dropout and starting a Bachelor
degree

Note: The panels above provide a graphical illustration of the RDD estimates of the
probabilities of dropout after 2 semesters and starting a Bachelor degree. The green dots
represent the mean outcomes within each minus credit category. The green lines display a
quadratic fit to either side of the cutoff (95% confidence intervals in gray). The sample
consists of all individuals in the sample within a range of 8 minus credits to either side of
the cutoff (n = 908).

In line with the visual evidence most (i.e. all parametric) point estimates are positive.
Moreover, standard errors generally increase despite growing bandwidths as a consequence
of the added model flexibility. The non-parametric estimate in column (5) is negative, but
also suffers from a larger standard error.46 Overall, none of the estimates with respect to
immediate student drop-out is statistically significant - which is supposedly caused by the
relatively large variance in dropout rates for students above the cut-off point. The largest
point estimate is found by the simple mean comparison in column (1) which shows a 6
percentage points higher dropout rate for the retained students which we still consider to be

44Dropouts are defined as students who are not observed to enroll for the third semester.
45We only consider results based on samples that exclude students with zero minus credits, as they are

uninformative for our purposes.
46This property is a general problem of the local-linear estimator when applied to binary outcomes (Frölich

(2006)).

79



Table 4.6: RDD estimates: Dropout and Major Choice

Column (1) (2) (3) (4) (5)
Selection

Dropout after 0.06 0.04 0.00 0.01 -0.01
2nd semester (0.05) (0.05) (0.06) (0.06) (0.10)
Bachelor Started -0.15*** -0.12** -0.04 -0.05 -0.05

(0.06) (0.06) (0.08) (0.08) (0.11)
Estimation Windows [1;1] [8;8] [12;12] [12;12] [12;12]
Polynomial order 0 2 4 4 NP
Observations 94 908 1615 1615 1615
Covariates No No No Yes No

Major Choice
Economics major 0.10* 0.18*** 0.09 0.11 0.10*

(0.05) (0.06) (0.08) (0.08) (0.07)
Buisness major -0.12 -0.22 -0.20 -0.21 -0.16

(0.10) (0.11) (0.14) (0.14) (0.13)
Estimation Window [1;1] [8;8] [12;12] [12;12] [12;12]
Polynomial order 0 2 4 4 NP
Observations 82 815 1484 1484 1484
Covariates No No No Yes No

Note: The table shows RDD estimates of the the effect of student retention on dropout behaviour and
major choice. Columns (1) - (5) display different specifications. The parametric specifications (1)-(4) are
estimated using a linear probability model. Following Imbens and Lemieux (2008) the bandwidth for the
local-linear nonparametric specification (NP) is determined by cross-validation. The respective estimation
window for each specification is reported as the minus credit range on each side of the threshold.
Covariates include the following indicator variables: Cohort dummies, Male, Younger than 20 by the start
of the ASY, Older than 21 by the start of the ASY, Non-Swiss nationality, Non-German mother tongue,
Entrance degree from St. Gallen, Entrance test participation, Gap year after finishing high school.
* Significant at 10%-level, ** Significant at 5%-level, *** Significant at 1%-level. Standard errors in
parentheses.
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modest. Hence, we can conclude that despite the substantial costs associated with retention,
its effect on immediate dropout seems negligible.

In contrast to immediate student dropout, the negative effect of retention on the proba-
bility to be observed at the Bachelor level is more pronounced. Columns (1) and (2) suggest
that the effect ranges from -12 to -15 percentage points and is statistically significant. The
estimates become less precise and insignificant, however, when the larger observation win-
dows with the more flexible models are considered. The reasons for the disparity between
immediate dropout and later dropout (i.e. not being observed at the Bachelor level) are
threefold. First, students might enroll into the third semester and profit from their student
status while looking for outside opportunities, but are not observed to be enrolled in the
fourth semester, or, second, students might update on the costs only after having started
their second attempt to pass the ASY (together both account for 13 cases). Third, students
might fail the ASY for a second time (25 cases). However, once failed, the chance of going
through in their second attempt is relatively high (approximately 90%).

Overall, the analysis of the dropout effects suggests that, first, immediate dropout rates
are ceteris paribus not significantly higher for retained students. Moreover, given that they
have to complete the ASY again and face the additional risk of a second failure, the share
of retained students close to the cut-off which is lost at some point during their second
attempt in the ASY - and hence not observed at the Bachelor level - can be considered as
moderate. These findings are suggestive of the high utility that students have from staying
enrolled despite their failed first attempt. One reason for this observation might be that the
expected benefit from obtaining a degree from the University of St. Gallen is high, especially
as the University is a renowned Business School which grants good earning prospects to their
graduates.

6.2 The effect of repeating on academic outcomes

Before we discuss the effects of retention on future academic outcomes, note that all related
model estimates are based on the sample of students who are observed at the Bachelor
level. We start by examining major choice - which is the first decision students face after
successful completion of the ASY. Major choice is a relevant outcome to look at for two
reasons. First, major choice can determine a student’s human capital formation and future
earnings. Second, differences in choices of major between individuals in the treated and
control group should be accounted for in the further analysis as students’ performance
(grades, credits) might differ ceteris paribus across majors.

The lower panel of Table 4.6 investigates the effects based on various specifications of
RDD models. The table shows significant differences in major choice for some specifications.
Looking at columns (1) and (2) as well as the non-parametric estimate in (5) it appears
that retained students are on average 10-18 percentage points more likely to favour Eco-
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nomics as their major. The other point estimates are of similar magnitude, but statistically
insignificant (again, supposedly, caused by the added model flexibility). In contrast, no
significant effect is found when choosing Business major as the outcome.47 Thus, it seems
that retention has an effect on the subsequent choice of the study path. Since we neither
observe students’ attitudes, nor changes thereof, we can not say much about the underlying
reasons. However, we would interpret the finding as a result of a continuous learning process
related to the courses taken throughout the ASY where students apparently reevaluate their
interests.

Figure 4.4: RDD estimates: Credits accumulated by the end of each Bachelor semester

Note: The panels above provide a graphical illustration of the RDD estimates of the number of credits
accumulated for the Bachelor’s degree by the end of each of the first four Bachelor semesters, respectively.
The green dots represent the mean outcomes within each minus credit category. The green lines display a
quadratic fit to either side of the cutoff (95% confidence intervals in gray), respectively. The sample
consists of all individuals in the estimation sample within a range of 8 minus credits to either side of the
cutoff (n = 819).

We next turn to the outcomes that measure academic performance. The patterns of
accumulated credits as well as grade performance over the first four semesters at the Bachelor
level are illustrated in Figures 4.4 and 4.5. Again, quadratic regression estimates for retained
and non-retained students are depicted in all figures. Figure 4.4 shows that - unlike in the
case for the previous outcomes - the number of accumulated credits is a flat and smooth
function of the number of minus credits accumulated in the ASY. Given that we interpret
this outcome as a measure of study speed, retained and promoted students seem to proceed
through their major at a rather similar pace. By and large this also holds when only the

47This pattern can occur, because the majors International Affairs as well as Economics and Law are
omitted from the estimation table.
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Table 4.7: RDD estimates of Bachelor outcomes

Column (1) (2) (3) (4) (5)
Credits (std) after 1st BA semester 2.86** 1.50 2.88 2.64 1.47

(1.42) (1.42) (1.42) (1.42) (1.42)
Credits (std) after 2nd BA semester 4.81** 3.16 3.92 3.48 3.58

(2.42) (2.54) (3.35) (3.11) (2.28)
Credits (std) after 3rd BA semester 5.19 4.29 5.89 5.19 4.53*

(3.24) (3.27) (4.26) (4.15) (2.71)
Credits (std) after 4th BA semester 4.33 7.01* 5.00 4.45 4.11

(3.99) (3.98) (5.17) (5.30) (3.19)
GPA (std) after 1st BA semester 0.35** 0.37** 0.41 0.41* 0.46**

(0.15) (0.19) (0.26) (0.25) (0.21)
GPA (std) after 2nd BA semester 0.29** 0.30* 0.36 0.37 0.34*

(0.15) (0.18) (0.25) (0.25) (0.22)
GPA (std) after 3rd BA semester 0.32*** 0.29* 0.29 0.31 0.31*

(0.13) (0.16) (0.22) (0.23) (0.19)
GPA (std) after 4th BA semester 0.37*** 0.34** 0.36* 0.38* 0.33*

(0.13) (0.16) (0.23) (0.23) (0.21)
Window [1;1] [8;8] [12;12] [12;12] [12;12]
Polynomial order 0 2 4 4 NP
Observations 82 819 1488 1488 1488
Covariates No No No Yes No

Note: RDD estimates of Dropout behaviour and Major choice. Columns (1) - (5) display different
specifications. The parametric specifications (1)-(4) are estimated using a linear probability model.
Following Imbens and Lemieux (2008) the bandwidth for the local-linear nonparametric specification (NP)
is determined by cross-validation. The respective estimation window for each specification is reported as
the minus credit range on each side of the threshold. Covariates include the following indicator variables:
Cohort dummies, Male, Younger than 20 by the start of the ASY, Older than 21 by the start of the ASY,
Non-Swiss nationality, Non-German mother tongue, Entrance degree from St. Gallen, Entrance test
participation, Gap year after finishing high school. All specifications control for the choice of major
studies. * Significant at 10%- level, ** Significant at 5%- level, *** Significant at 1%- level. Standard
errors in parentheses.
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Figure 4.5: RDD estimates: Grade point averages (GPA) by the end of each Bachelor
semester (standardized)

Note: The panels above provide a graphical illustration of the RDD estimates of standardized grade point
averages (GPAs) by the end of each of the first four Bachelor semesters, respectively. GPAs are
standardized at the level of all individuals who have started their Bachelor degree in the same semester.
The green dots represent the mean outcomes within each minus credit category. The green lines display a
quadratic fit to either side of the cutoff (95% confidence intervals in gray), respectively. The sample
consists of all individuals in the estimation sample within a range of 8 minus credits to either side of the
cutoff (n = 819).

cut-off area is investigated. If anything, retained students close to the cut-off accumulate
slightly more credit points by the end of their Bachelor studies. This is also supported
by the results in Table 4.7 where the effect of retention on accumulated credits is mostly
insignificant and the estimated effects become less precise as the estimated models grow
more flexible. Based on these estimates there is some weak indication that just retained
students have accumulated marginally more credits points already after their first Bachelor
semester, and that they extend that lead until the end of the Bachelor studies - however,
the effects are rather small and do not compensate for the time lost due to repeating the
ASY.

Figure 4.5 shows that the relationship between the number of accumulated minus credits
during the ASY and GPAs at all stages of the Bachelor is rather negative when taking
each side of the cuf-off value separately. Hence, performance in the ASY appears to have
some predictive power with respect to the grades achieved later on. However, the figures
also indicate that there is a structural break just at the cut-off value which shows that just
retained students appear to achieve better grades in their Bachelor studies than students who
just passed the ASY. The quadratic regression lines perform reasonably well in estimating
the jump at the discontinuity point. The regression estimates in Table 4.7 clearly support
this finding. Taking all estimates together, there is sufficiently strong evidence to state
that repeating the ASY leads to significant GPA improvements in the range of 0.29 to 0.46
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standard deviations. The point estimates are mostly robust, but at times somewhat too
imprecise to be significant when the largest window with the fourth order polynomial is
used. Nevertheless, we interpret these findings as a positive causal effect of retention on
educational achievements for students who were just retained. Given that students have
to repeat all courses before they proceed to the Bachelor level, this finding is perhaps not
surprising and in line with the idea of the ASY. However, the fact that the positive GPA
effect persists over the entire duration of Bachelor studies is good news for policy makers -
it is exactly in line with the original intention of the ASY rules.

Although we find that both, major choice and academic performance after the ASY,
are significantly influenced by student retention, we are not able to make any statements
about how retention affected academic performance had major choice not been influenced.
If retained students only perform better on average because they are more likely to study
Economics and GPAs are higher in Economics, the estimated positive effects of retention
on GPAs would be upward biased. To overcome such concerns, we simply compared mean
GPAs for all Bachelor semesters between the two subgroups of Business and Economics
students (not shown here). It turns out that after controlling for minus credits in the
ASY, if anything, GPAs of Economics students are lower than GPAs of Business students
throughout all Bachelor semesters. Therefore we conclude that improvements in GPAs are
not an artifact of major choice, but a direct effect of retention and repetition of the ASY.

Altogether we can summarize that retention and subsequent repeating appears to have
a beneficial effect on the grades of students at the Bachelor level. Moreover, this effect
is persistent as it lasts throughout the entire observation period. However, there is little
indication of a catch up effect in terms of study duration. If anything, just retained students
accumulate marginally more credit points. However, these clearly do not compensate for
the additional year that they have to spend in the ASY. As such, they “loose” one year,
and thus incur considerable opportunity cost when they decide to go for a second attempt.

7 Conclusion

An ever-increasing number of incoming college students is putting existing institutions of
higher education in OECD countries under pressure to provide tertiary education in larger
quantities while at the same time aiming to maintain their level of quality. Where law
prevents these institutions from autonomous ex-ante selection of their incoming students,
assessing them in the course of a “probation year” (i.e. the first year) is a feasible alternative.
In particular, students are required to meet certain academic standards by the end of their
first year - only then are they allowed to proceed - while non-compliance leads to retention.
A growing number of institutions (especially in European countries) are nowadays applying
comparable frameworks.
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Using registry data from the Swiss University of St. Gallen this paper provides empirical
evidence on the dynamics and outcomes of such a system. Analyzing six freshmen cohorts
from 2001-2006, we find that roughly one fourth of freshman students drops out already
before the end of their first year. This happens at different stages of the first year and the
reasons are supposedly heterogeneous. Yet, we find evidence for potential deterrent effects
that lead some weakly performing students to drop-out before their actual assessment. The
remaining three-quarter are observed to take all the required first year exams and form our
main estimation sample (a selected sample). Accounting for the endogeneity of students’
retention status in our sample by using a regression discontinuity design we argue and show
that students who perform just under the retention threshold are sufficiently comparable
to students who just pass the first year. Within this selected group, we locally estimate
the causal effects of being retained (and subsequently having to repeat the full year) on the
subsequent drop-out probability, the choice of major studies and subsequent educational
outcomes measured up to four semesters of Bachelor studies.

Given our rather limited sample size (especially around the retention threshold), the clear
patterns that we find speak a strong language. Visual presentations confirm that retention
increases immediate drop-out of students after the first year - however the regression results
suffer from relatively large standard errors and are, thus, not significant. Beyond that,
retained students are significantly less likely to ever be observed at the Bachelor level which
reflects the combined effect of immediate drop-out as well as forced drop-out due to failing
the ASY a second time. In addition, retention tends to influence the choice of major studies
in favour of economics. Irregardless of that choice, the effects of retention on subsequent
academic performance seem favorable for the policy and persist throughout the Bachelor
studies: by the end of the fourth Bachelor semester, retained students show on average
significantly higher GPAs than their non-retained comparison group. At the same time,
however, we do not find much evidence for increased study speed, i.e. catch up effects can
not be detected. Thus, from a policy perspective, retention in higher education appears to
be a reasonable measure to improve academic performance - at least when the focus of the
policy is on the better performing among the retained - yet, it comes comes at the cost of
an additional year that students spend in education.

Admittedly, this study has several limitations. First, the local nature of our identifica-
tion strategy limits the validity of our results to students who perform close to the minimum
passing requirements as set by the university. The vast majority of students in our sample
performs significantly better than required, and we cannot make any statements about the
effects that retention would have in this group. Nevertheless, we argue that the sub-group
that we investigate is the most relevant one from a policy perspective. Retention policies are
exactly made to improve the academic performance of students with academic deficiencies
that can presumably be straightened out. The relatively low drop-out rate also confirms,
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that most students are indeed willing undergo a second attempt, i.e. they accept the chance
that retention provides them with respect to continuation of their academic career. Sec-
ond, the limited number of observations does not allow us to look at effect heterogeneities,
e.g. across males and females or younger and older students while such analyses would
certainly provide additional insights about heterogeneities in learning behaviours (Tinto
(1975)). Third, we study retention effects in a particular setting. As mentioned, institu-
tions of higher education are very heterogeneous in terms of the subjects that they offer,
the type of students that they attract as well as their specific rules of student assessment.
The University of St. Gallen is known to be a high quality business school where graduates
are said to have good future job and earning prospects. Hence, we can expect students to
accept higher costs (in monetary terms as well as in terms of effort) before they decide to
drop-out. Other institutions could attract different types of students where retention might
have a stronger (or weaker) effect on motivation and academic improvement, respectively.
In this light, further studies from other institutions are needed to improve our knowledge
about retention effects in higher education. Ideally, these studies can also go deeper in that
they investigate the pathways through which retention affects drop-out behaviours as well
as further educational performance.
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8 Appendix

Table 4.A.1: Graduation statistics Switzerland

Graduation Average 2007 2008 2009 2010
Total (N=82233) 20558 17797 20205 21230 23001
Women [%] 51.8 49.0 51.0 52.8 54.4
Foreigners [%] 16.8 16.1 17.4 17.0 16.5
Business Admin. or Econ. (N=12258) 3065 2904 2963 3009 3382
in % of Total 15.0 16.3 14.7 14.2 14.7
Women [%] 31.2 30.4 30.3 31.2 32.8
at University of St. Gallen (N=3640) 910 903 903 881 953
in % of Total 4.5 5.1 4.5 4.1 4.1
in % of Business Admin. or Econ. 29.8 31.1 30.5 29.3 28.2
Women [%] 19.0 18.8 18.8 19.1 19.2
Foreigners [%] 16.8 16.5 16.5 16.7 17.6

Note: Graduation consists of Licentiate, Bachelor or Master in Switzerland. All Percentages are
rounded to one decimal place.
Source: Federal Administration of Switzerland.

Table 4.A.2: Capacity constraints at the university due to high amount of entering students.

Year No. of Students ASY students
1990 3908 582

... ... ...
2000 4701 843
2001 4938 971
2002 4917 953
2003 4852 900
2004 4569 789
2005 4508 954
2006 4915 1022
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Figure 4.A.1: Time line: Institutional setup
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Table 4.A.4: Descriptive statistics: Entering first-year students, by year

# obs 2001 - 2006 2001 2002 2003 2004 2005 2006

Background Characteristics
Male 3762 73% 75% 74% 75% 74% 72% 71%
Age < 20 3762 12% 8% 9% 14% 14% 13% 17%
Age 20/21 3762 65% 64% 64% 65% 68% 66% 61%
Age > 21 3762 23% 29% 26% 21% 18% 20% 22%
Foreign nationality 3762 22% 18% 24% 25% 26% 23% 20%
Entrance degree from SG 3762 15% 14% 14% 17% 17% 15% 16%
Entrancetest 3762 16% 13% 17% 21% 18% 14% 14%

Types
1st sem: Not all exams 3762 6% 13% 4% 4% 4% 5% 3%
1st sem: MC > 12 3762 10% 13% 7% 13% 13% 11% 11%
1st sem: Voluntary dropout 3762 1% 2% 0% 0% 1% 0% 0%
2nd sem: Not all exams 3762 2% 2% 2% 3% 2% 3% 1%
2nd sem: Accounting failed 3762 2% 1% 4% 5% 1% 1% 1%
2nd sem: All exams 3762 79% 77% 82% 75% 80% 79% 83%

Minus Credits
MC > 0 in first year 3762 63% 69% 65% 62% 59% 63% 58%
# of MC in first semester 3762 5.12 5.04 4.71 4.57 5.24 5.70 5.41
# of MC in first year 3762 8.43 8.02 8.59 6.91 8.87 10.58 7.67

Retention
Fail: MC > 12 3762 10% 10% 13% 8% 8% 13% 8%
Fail: Credits < 60 3762 3% 7% 1% 4% 2% 2% 1%
Fail: Both reasons 3762 16% 16% 12% 16% 17% 18% 15%
Fail: Total 3762 29% 32% 27% 28% 28% 33% 24%

Repetition
Repeater 3762 17% 15% 17% 16% 17% 21% 15%

Bachelor
Bachelor started 3762 82% 75% 83% 83% 84% 82% 86%
Bachelor ≤ 4 semesters 3083 36% 47% 49% 38% 31% 25% 23%
Bachelor ≤ 5 semesters 3083 60% 68% 71% 62% 58% 54% 47%
Bachelor ≤ 6 semesters 3083 83% 87% 88% 86% 84% 80% 74%

# obs 3762 794 604 569 477 646 672

Note: The sample includes all first-year students with German mother tongue entering in 2001 - 2006 into
the Business/Economics track. The last three rows (Bachelor ≤ 4/5/6 semesters) are only specified for
students starting a Bachelor degree.
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Part V

Labor Market Training and
Occupational Mobility

Abstract

This paper evaluates the effectiveness of further vocational training (conducted
between 2000 and 2004) on future labor market prospects of unemployed workers in
Germany. It departs from existing papers in that it explicitly considers occupational
mobility of workers throughout the analysis - i.e. (1) unemployed workers who intend
to change their occupation are more likely to select into training and (2) training
itself may induce occupation switches. We obtain each individuals intention to change
occupation, determined at the beginning of unemployment, exploiting a unique feature
of the available administrative data. The empirical analysis is conducted separately
for unemployed with and without switching intentions. We estimate training effects
for both sub-groups using matching methods and compare the respective outcome
differences. Our results show that, overall, training appears to benefit its participants
(at least in the long run). However, little is found with respect to effect heterogeneity
across the groups of occupation switchers and stayers.
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1 Introduction

Until today, training programs for unemployed workers are a major component of Active
Labor Market Policy (ALMP) in many OECD countries. They intend to improve job per-
spectives of participants by maintaining or enhancing their human capital and, thus, reem-
ployment chances. At the same time, training programs are costly - the Netherlands spend
about 1.8% of GDP on ALMP measures in 2002, Sweden 1.4%, and Germany 1.2% (OECD
(2004)) - motivating a large literature to analyze the effectiveness of such policy measures.
As summarized by the comprehensive meta-analysis by Card et al. (2010) most training
programs exhibit “modestly positive effects”. Nevertheless many of the respective studies
provide mixed results so that it remains valuable for policy makers to improve the under-
standing about the mechanisms at work generating different effects. In particular, given
scarce financial resources, knowledge about effect heterogeneities can support policy makers
to better target the measures towards individuals most in need of training.

Following the discussion of Kambourov et al. (2012) we agree that the existing literature
has largely overlooked a key characteristic of unemployed workers: occupational mobility.
Traditionally, evaluation studies use econometric reweighting methods together with rich
observational data to estimate the effects of program participation on individuals’ labor
market outcomes. Greatly simplified, they do so by comparing the post training outcomes
of participants to those of ’quasi-identical’ non-participants. When establishing evidence,
however, evaluation studies usually neglect that participants and non-participants are often
characterized by differences in occupational mobility where the former have higher rates
than the latter. There are two explanations for this phenomenon which are, however, not
mutually exclusive. First, it could be caused by poorer job perspectives and/or poorer oc-
cupational match quality for the group of participants. This is, for example, also suggested
in the study by Wunsch and Lechner (2008) who show that a-priori employment prospects
have an influence on program success. Labor market training, especially further vocational
training (FVT), could support occupational mobility as it fosters the acquisition of skills not
possessed so far, eventually qualifying the unemployed for alternative occupations. Thus,
we can expect that self-selection into programs is (among other things) influenced by the
individual’s ex-ante desire to move into a new occupation. As such, differences in occu-
pational mobility need to be accounted for explicitly when the outcomes of participants
and non-participants are compared. Here, we account for it by analyzing program effect
heterogeneity only and abstaining from explicitly investigating potential selection bias that
could arise due to neglecting occupational mobility as a possible confounding factor. Second,
training participation itself may induce occupational mobility, in particular for those who
did not intend to change in the first place – and we provide some evidence that this is indeed
the case. This could be due to learning in the course of the training program and should,
thus, be rather seen as an outcome of training (not as a determinant). As such, enhancing
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the knowledge about the role of occupational mobility in the context of unemployment and
labor market programs is valuable from a policy perspective as it can help to improve the
allocation of training measures to participants who are expected to benefit the most. In
addition, while analyzing the effectiveness of training measures, differences in occupational
mobility should be kept in mind when interpreting the results.

To correct for differential mobility patterns between participants and non-participants
Kambourov et al. (2012) use actual occupation changes (which are only observed after
training participation and only for those who find a job) as a proxy for the ex-ante propensity
of occupational mobility. Yet, as long as training induces occupation switching their strategy
raises reasonable doubts.48 In contrast to Kambourov et al. (2012), the analyses in this paper
are based on administrative data which provides unique information about each individual’s
target occupation measured at the beginning of each new unemployment spell and, hence,
before any decision about training participation is made. Using this feature we can determine
the intention to switch occupation without conditioning on being employed and, thus, split
occupation switching into an ex-ante (exogenous to training) and an ex-post (endogenous
to training) part.

The purpose of this paper is to investigate mainly two things. First, we ask whether
training programs are differently effective for unemployed who want to change their occupa-
tion compared to those who do not want to. This is relevant since any significant differences
between the two groups would justify (ongoing) reforms towards a more intensive profiling
of job seekers with a special focus capturing switching intentions of unemployed workers.
Secondly, we analyze the effect of training participation on future patterns of occupational
mobility. Another advantage of our data is the possibility to investigate a relatively long
outcome horizon. Early studies as summarized in Heckman et al. (1999) or in Kluve and
Schmidt (2002) could rarely detect any effects other than the well-known lock-in effect
(Van Ours (2004)) due to short outcome horizons. Recent evaluations provide a more pos-
itive view on program impacts. They show that in the medium- and long-term training
programs can increase the employability of participants implying that the post-treatment
observation period should be sufficiently long to obtain convincing results.49 To the best of
our knowledge we are the first ones to explicitly exploit this feature of the data analyzing ef-
fect heterogeneity of government sponsored training programs with respect to occupational
mobility. In addition, we consider medium-term impacts and investigate mobility patterns
resulting from FVT.

For the analyses a large and informative administrative database for Germany is used.
In particular, we investigate the effects of FVT, i.e. human capital enhancing programs with

48In fact, they argue on and test the conditional independence of training and occupation change. They
claim, that once they control for factors influencing the ex-ante propensity to switch "the null hypothesis
that training and occupational mobility are conditionally independent cannot be rejected."

49Recent studies supporting this view comprise e.g. Sianesi (2004); Lechner and Wunsch (2011); Lechner
et al. (2011); Hotz et al. (2006); Fitzenberger and Speckesser (2006); Fitzenberger et al. (2008).
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durations of 6 to 12 months for a sample of workers who entered unemployment between
the years 2000-2004. Using microeconometric matching methods we estimate impacts on
employment, successful occupation changes and earnings for up to 4 years after training
assignment for those who intend to switch occupation and those who do not want to switch
separately and compare the respective outcome differences across sub-groups.

The estimated effects show positive impacts of training on future unsubsidized employ-
ment for those who intend to switch occupation as well as for those who do not intend to do
so. We observe higher employment probabilities from about 3 years after program start on-
wards, whereas over the entire 4 years program participation does not result in more months
in employment than no participation. With respect to successful occupation switching we
find that those who intend to move to a new occupation are more likely to be employed in a
different occupation then their last one due to training participation. This effect of training
is even more pronounced for participants without initial switching intention as they are
about 3 months more employed in a new occupation than without training. With respect
to heterogeneity, however, we do not find much evidence for differential effects across the
two sub groups. Our findings show rather small differences in employment probabilities over
time as well as in accumulated months in unsubsidized employment over the 4 year obser-
vation period. Thus, we would conclude that unemployed most in need of human capital
adjustments, i.e. individuals who intend to change their occupation, do not benefit more
from training than unemployed workers who look for a job in their old occupation. These
conclusions and the interpretations of our findings are, however, limited as the differences
cannot be estimated very precisely.

The remainder of the paper is structured as follows. Section 2 provides additional the-
oretical arguments about the relation between (intended) occupation switches, associated
human capital loss and the role of publicly sponsored training programs. Details on FVT
programs in Germany and their assignment process are given in section 3. Subsequently,
in section 4, we describe the data and how we measure the intention to change occupation,
before section 5 explains our identification strategy and the estimation procedure. In section
6 we present our results, and provide concluding remarks in section 7.

2 Occupation switching, human capital and training

Occupation Switching and loss of Human Capital

Since Becker (1962) it is widely accepted, that productive human capital has an accumulative
component to it. Workers usually acquire and improve their knowledge and skills on a given
job with tenure. It is an empirical fact that with longer duration spent on a job –ceteris
paribus- workers are observed to have higher wages and positive path dependence in their job
duration. This effect is also often labeled “experience”. It is further argued that workplace
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related human capital has mainly three major components: i.e. industry specific, firm
specific and occupation specific human capital. The relative importance of each of these
components is subject to intense debate.

The more recent literature ranges from studies of Jacobson et al. (1993) and Kletzer
(1998) that attribute human capital enhancements mostly to firm tenure; to Neal (1995) and
Parent (2000) who discuss the importance of industry specific human capital; toKambourov
and Manovskii (2009) who set firm and industry human capital in contrast to occupation
specific human capital. Based on samples of laid-off workers these studies usually use
variation in industry, firm and occupation tenure at the workers level to estimate the relative
importance of each component in wage determination. Using data from the US (PSID)
Kambourov and Manovskii (2009) show that occupation change is the main channel through
which unemployment spells affect wage losses of workers, i.e. particularly occupation specific
human capital matters. The negative effects of occupation changes are most prevalent in
the short-run and tend to fade out when longer outcome horizons are considered as workers
tend to close their skill deficits over time. Moreover, there is consensus that involuntary
unemployment in rigid labor markets is likely to increase the probability of occupation
switching which, in turn, might result in a larger amount of underutilized human capital.

The importance of occupation tenure is also discussed in a more general framework by
Lazear (2009) who models the job match of workers as a function of their specific skill
portfolio.50 Hence, while the firm and industry dimensions clearly matter, workers´ pro-
ductivity levels are apparently most bound to occupation specific human capital. This is
also supported by the empirical study of Gathmann and Schönberg (2010) who find that
workers who move between occupations with relatively dissimilar skill requirements are on
average followed by larger wage drops. They further illustrate that the likelihood of such
moves is lower for workers with longer times spent in a certain occupation.

In this study we follow the related literature in two major respects: first, while employed
in one occupation workers accumulate occupation specific human capital over time so that
it can be seen, among others, as one key determinant of labor market outcomes. Second,
in-voluntary unemployment has a detrimental effect on worker´s future labor market out-
comes – more so if part of the accumulated occupation specific human capital is lost due
to occupation change (Lazear (2009)). Thus, we expect especially workers with skills that
are less demanded by the labor market to face worse future outcomes when job loss occurs,
ceteris paribus, as their likelihood of finding a job is comparatively lower.

50The skill portfolio in Lazear (2009) is formulated in a very general framework using the relative shares
(or weights) of two-different skills which are each possessed by every worker, yet with varying ratios.
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Occupation Switch and Vocational Training

Building upon human capital improvements active labor market policies are expected to
reintegrate unemployed workers into employment. Their effectiveness is at the core of numer-
ous empirical studies (Card et al. (2010)). In particular, government-sponsored vocational
training programs aim at adjusting the skills of their participants towards the demands
of employers. Given their expected low marginal productivity training is, thus, especially
relevant for unemployed individuals who would - given their skill portfolio and in absence of
training - face rather unfavorable labor market perspectives. Traditional industries (e.g. tex-
tile industry) are obvious examples where the introduction of new technologies and cheap
imports often obviates the need for the respective skills and, hence, for certain types of
workers. Other examples are occupations like carpenter or shoemaker. Here, too, the re-
placement of routine labor by machinery has been documented in the literature (Kambourov
and Manovskii (2009)). Structural changes in these labor market segments often lead to
crowding out effects with respect to the affiliated occupations. It follows that skill adjust-
ments can be very valuable for workers who are affected by those structural changes as
they might enable them to be more productive in occupations other than their original one.
On the contrary, one might expect training programs to be relatively less effective in cases
where unemployed workers have good chances of successful reintegration anyway (i.e. skill
enhancements/adjustments should be of minor importance for workers whose skills are, in
general, heavily demanded by the labor market). Vocational training programs should, thus,
support, (or induce) occupational mobility. Under this assumption, we would expect to see
a larger share of occupational switchers in the pool of training participants compared to
non-participants. In fact, the recent empirical study by Kambourov et al. (2012) confirms
this pattern for US data. The authors argue that the intention of occupation switch bears
the incentive to participate in vocational training.

Whether vocational training is more effective for workers who are occupational switch-
ers compared to occupational stayers is ultimately a question that can only be answered
by empirical evidence.At the same time, however, the inter-linkage between occupational
mobility and the effectiveness of vocational training could also be investigated with respect
to selection bias. So far most program evaluation studies have largely neglected the issue
of occupational mobility in that context.51 This bears the implicit assumption that occupa-
tion switching is entirely endogenous to training (not necessarily if it were measured prior
to training) and should be seen as a subsequent outcome of training participation rather
than a confounding factor. However, the study of Kambourov et al. (2012) raises reasonable

51Empirical studies that use the sample of non-participants as a (reweighted) control group usually do
not account for differences in the propensity of occupation switch. Notable exceptions are the studies by
Lechner and Wunsch (2009); Lechner et al. (2011) who control for previous occupations, as well as job
looked for. However, only broad occupational categories are controlled for which, we assume, do not fully
account for potential human capital losses that result from occupation switching.
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doubts about the endogeneity of occupation switch. If the decision to change occupation is
made before any training participation is considered, estimates of the impact of training on
labor market outcomes might be biased if the propensity of occupation change is not ade-
quately taken into account. The estimated effect of training would then comprise both, the
effect of human capital improvements as well as the effect of occupation change. Given that
the latter is expected to be negative, positive training effects might be disguised if occupa-
tion switching is not controlled for. Accordingly, an obvious strategy would be to explicitly
investigate this potential selection bias and relate it to the findings of the existing litera-
ture. However, the purpose of this paper is not to quantify this potential bias and obtain
‘improved’ estimates of training effects. Instead, we focus on effect heterogeneity which in
turn allows policy advice with respect to the program allocation procedure. In other words,
we do not investigate how effective FVT actually is for their participants but whether it is
differently effective related to occupational mobility. Thus, the above discussion is included
to provide a rather comprehensive picture of the relation between occupational mobility
and training, and to highlight that there are at least two possible dimensions and ways to
analyze it.

Kambourov et al. (2012) attempt to address the issue of occupational mobility when
they provide estimates of vocational training programs in the US. Their strategy is such
that they control for occupation switches that are only observed ex-post, i.e. after train-
ing participation. Contrary to the existing literature, this approach implicitly assumes that
although observed after training, occupation switches are conditionally independent of train-
ing. This is, however, problematic if occupation switching is (partly) determined by training
participation. In fact, this approach is problematic if employment is influenced by training
participation as the observability of occupation switching depends highly on employment.
If this is the case, controlling for (or splitting the sample on the basis of) ex-post switching
is an invalid strategy as it basically means controlling for part of the outcome.

We acknowledge this possibility and, thus, deviate from the existing literature in the
way we think about occupational mobility of unemployed workers. We assume there are
two components to the propensity of occupation switching – an exogenous part and an
endogenous part. The first (exogenous) part can be thought of as being determined before
any decision about training participation is made. We call this the ex-ante intention to
switch. It reflects the workers propensity to start a job in an occupation other than the last
occupation in the absence of training. This ex-ante decision results from the latent desire of
the unemployed as well as the counseling of the caseworker in first consultations. We claim
that this is only related to the potential employment prospects in the old occupation.52 We

52Note that we cannot make any general statements about the relative importance of caseworkers in such
decisions. Likewise, this paper will remain silent about normative questions like whether the caseworker
should (or should not) convince the unemployed to change her occupation. Yet, what is crucial for our later
identification strategy to be valid is that caseworkers do not influence the occupation switching decision of
the unemployed because of training assignment.
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will develop an empirical measure for this exogenous part and use it as a sample-splitting
criterion in the analysis. Note that we do not intend to analyze potential selection bias
in training effects by including this variable as an additional covariate in the estimation.
Instead, we divide our sample based on the intention to switch variable and thus only
indirectly account for selection bias. Our approach - assuming an exogenous component in
the propensity to switch occupation - allows measuring the causal effects of training for each
sub-group separately. The second (endogenous) part is the one that is directly influenced
by training participation and is, thus, rather to be seen (and treated) as an outcome. This
basically refers to the effect of training on occupational mobility. In fact, participating
in training could encourage or discourage individuals to change their occupation, thereby
updating their initial (exogenous) switching intention. For analyzing these effects of training
one could investigate the change in intended occupational mobility as well as the actual
change in occupation. While the impact on intended mobility might be an interesting
policy parameter its measurement is problematic. Since we do not observe a second value
for the target occupation after training it is simply not possible to analyze the effect on
the intention to switch. Thus, we will only investigate the impact of training on realized
occupational mobility. Note that this outcome reflects actual occupation switching merely
in a limited way, as it is observed only for individuals who are employed after (non-)training.
Yet, at least for individuals who find a job within our 4-year outcome horizon we are able
to measure the endogenous part defining an outcome measure that combines employment
and occupational mobility. Although this is a selected group we believe to learn something
about the relation between FVT and occupational mobility.

3 Further Vocational Training Programs in Germany

(2000-2004)

ALMP has a rather long tradition in Germany and comprises various measures that intend
to (re-)integrate unemployed individuals in the labor market.53 In this analysis we focus
on human capital enhancing programs instead of measures that provide job search assis-
tance, improve job finding abilities, or support minor improvements of skills. Government
sponsored investments in human capital for unemployed are particularly important in the
context of occupation switching and one of the main instruments to alleviate specific skill
deficits. These programs are intended to adjust and extend knowledge, or qualify individu-

53An overview of the different instruments can be found in several evaluation studies one of which is
e.g.Wunsch and Lechner (2008). There exist training measures that combine job-seeker assessment, and
minor adjustment of skills in programs of up to 2 months or programs promoting the “acquisition of specific
knowledge and skills” with a similar planned duration. Moreover, there are employment programs promot-
ing "subsidized non-market jobs" and the general category of "further vocational training" with planned
durations of 3 up to 24 months.
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Table 5.1: Further vocational training and other instruments of ALMP in Germany 2000-
2004

2000 2001 2002 2003 2004

Entries in 1000
Further vocational training (FVT) 552 450 456 246 185
Training measures (TM) 477 565 877 1070 1188
Employment program (EP) 361 386 229 180 165
Wage subsidy program 206 193 225 202 182
Short-time work (average stock) 86 123 207 195 151

Expenditures in million EUR
Total expenditures on ALMP 22005 22317 22400 21197 19518
Further vocational training (FVT) 6808 6982 6701 5000 3616
Training measures 323 350 478 578 496
Employment program 5044 3847 3143 2273 1610
Wage subsidy program 1159 1191 1351 1529 1085
Source: BA (2000)

als for a different occupation such that the risk of staying in unemployment is substantially
reduced.54 This is particularly important for those unemployed who intend to move to a
new occupation as their employment chances are potentially lower (relative to unemployed
from that particular new occupation) due to lack of experience and human capital.

In Germany, programs that are supposed to improve human capital are summarized in
the category further vocational training (FVT). As 5.1 shows, this type of policy measures is
widely used and one of the most important instruments in ALMP in Germany. Relative to
other programs FVT is the program with the most or second highest number of participants,
even though the entries decline considerably towards the end of our observation period.
Expenditures on FVT make up the largest share of total ALMP expenditures throughout,
compared to other programs such as training measures (TM) or employment programs (EP).
This is due to their longer durations of up to two years and the payment of special benefits
(so-called maintenance allowance, MA) to unemployed during program participation.

Our analysis considers two specific programs within the group of FVT: (i) occupation-
related and general training, and (ii) practice training in specific skills and practice firms.
The first type provides participants with knowledge in specific skills necessary for a certain
occupation (e.g. use of a particular software for an engineer, or learning special techniques
as a carpenter) or they improve their general qualifications (e.g. computer skills, language
skills). Typically these trainings are offered as classroom trainings and, thus, contain a
large theoretical component. Instead, the second program type is expected to improve
participants’ skills within a more practical environment such as practice firms or even in-
ternships. Individuals educated as businessmen or merchants perform real tasks, however,
in a simulated entrepreneurial situation and they learn how different areas of a firm inter-
act. Carpenters, electricians or other more technical occupations are e.g. trained in practice

54These objectives are explicitly formulated also in the Social Code III §87, providing clear guidelines
about the aim of the programs the employment agency and the caseworker, respectively, offer.
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workshops at machines and workbenches with the help of instructors. Both program types
have planned durations between 6 to 12 months, whereas the first type is most widely used
from all FVT programs. Given very similar average durations of the two program types and
their mutual objective of improving human capital we interpret them as one treatment.

Unemployed are eligible for these trainings once they have been working for a total of
12 months in the last 3 years before participation if: (i) the training is necessary to pre-
vent (further) unemployment and, (ii) the caseworker approves the particular course after
consultation with the unemployed.55 In the first consultation the caseworker collects in-
formation on qualifications and skill deficits, the regional mobility of the unemployed, job
search activities as well as health impairments, family background, and the target occupa-
tion. On the basis of this profiling, together with available training resources and regional
labor market characteristics, the caseworker has to decide on program assignment. Usu-
ally, however, the decision about training is not necessarily made during the first meeting.
The time of program participation does not reduce the unemployment benefit (UB) claim,
i.e. every day of training prolongs the unemployment benefit period. In addition, instead
of unemployment benefits participants receive maintenance allowance usually in the same
amount as the previous unemployment benefits. Accordingly, unemployed might have an
incentive to ask for a program in order to extend their unemployment benefit period.

Unemployed are eligible for these trainings once they had been working for a total of
12 months in the last 3 years before participation if: (i) the training is necessary to pre-
vent (further) unemployment and, (ii) the caseworker approves the particular course after
consultation with the unemployed.56 In the first consultation the caseworker collects in-
formation on qualifications and skill deficits, the regional mobility of the unemployed, job
search activities as well as health impairments, family background, and, importantly, the
target occupation. On the basis of this profiling, together with available training resources
and regional labor market characteristics, the caseworker has to decide on program assign-
ment. Usually, however, the decision about training is not made during the first meeting.
The time of program participation does not reduce the unemployment benefit (UB) claim,
i.e. every day of training prolongs the unemployment benefit period. In addition, instead
of unemployment benefits participants receive maintenance allowance usually in the same
amount as the previous unemployment benefits. Accordingly, unemployed might have an
incentive to ask for a program in order to extend their unemployment benefit period.

Note, however, that in 2003 there were some changes regarding the reduction of the
UB claim and the assignment process. Program durations do not extend the claim period
one by one anymore, but for two days of program participation the claim is now reduced
by one day. The allocation of programs was altered such that unemployed now receive
a voucher (so-called Bildungsgutschein) for a specific training course and they can choose

55These rules are explicitly stated in the Social Code III §77.
56These rules are explicitly stated in the Social Code III §77.
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their training facility freely. Before, this choice was made by the caseworker. Even with
this voucher, caseworker and unemployed have to formulate a specific educational goal and
the caseworker has to approve the voucher on the basis of her assessment of the potential of
successful program completion and subsequently increased employment chances. Schneider
et al. (2006) show that these regulation changes alter the composition of the group of partic-
ipants slightly.57 The introduction of the voucher indirectly favors unemployed that perceive
the free choice of training facilities as an advantage. Relatively better educated, younger
and more mobile individuals now more often participate in programs, whereas less qualified,
handicapped people or long-term unemployed are less likely to take part in training courses.
However, given our highly informative data on individual characteristics (including educa-
tional attainment, age, worker mobility, or health impairments) and employment histories
the described changes are unlikely to invalidate our identification strategy (as discussed
later).

Eventually, caseworkers need to assess the program success and the subsequent employ-
ment chances carefully based on the individual’s profile in order not to ’waste’ financial
resources. Since the target occupation is, however, only one characteristic in the profile and
not of main importance in the program assignment process (program availability, financial
constraints, skill deficits, or mobility considerations are more crucial) it seems unlikely that
caseworkers systematically suggest target occupations to unemployed according to available
program places. In other words, caseworkers suggest training courses based on the agreed
target occupation and not vice versa. If caseworkers proposed occupations because of avail-
able program places our identification strategy would be invalid as the choice of target
occupation and training program were jointly determined. We instead require exogeneity
of the target occupation decision with respect to training. We believe this is plausible as
caseworkers do not suggest target occupations (potentially unrelated to the qualifications
of the unemployed) because there are places available in a program that is related to the
proposed target occupation. This is also implausible as the first consultation rarely results
in program assignment and program participation is based on qualification needs and not
vice versa. Nevertheless, whether FVT programs are eventually more (or less) effective for
unemployed workers who intend to move into a new occupation is a very relevant question
from a policy point of view and should, thus, be considered carefully.

57According to Schneider et al. (2006) the changes in the composition of participants, though, are domi-
nated by alterations in the structure of the allocation of programs types. In general, the entries in all FVT
measures declined after the reform. The largest drop occurs in the two types we consider, whereas programs
resulting in a recognized vocational degree are reduced relatively less.
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4 Data, Sample Selection and the Definition of Occu-

pation Switch

4.1 General Database

For our analysis we start off with a 2 percent random sample of German employees that
are subject to social insurance contribution at least once in the years 1990-2008. The data
is maintained by the Institute for Employment Research (IAB) and is collected from the
employers’ administrative process of registering (new) workers with the agency. Eventually,
the data is based on several sources: social insurance notifications, program participation
records, benefit payment files, and job seeker registers. Those are combined to one ad-
ministrative database - the so-called Integrated Employment Biographies (IEB).58 In total,
our general sample contains about 1.4 million distinct individuals from which we select the
observations relevant for our analysis.

This administrative data includes information on the target occupation of each unem-
ployed which is one crucial variable for our investigation. Within their first meetings the
caseworker and the unemployed agree on this target occupation. Contrasted with the last
occupation we then compute the ‘intention to switch occupation’ for each individual (more
details in section 4.3). The data further allows us to obtain exact durations (to the day)
of e.g. employment and unemployment spells, program participation periods, or days of
unemployment benefit claims. Since the duration of unemployment benefit claims as well
as the amount of unemployment benefit payments are likely to affect individual incentives
of program participation and job search activities we will use these variables in the anal-
ysis. We further benefit from the availability of various socio-demographic characteristics
(such as age, schooling, higher education, marital status, mobility, health impairments, or
last occupation) as well as the possibility to compute complete labor market histories (for
at least 10 years prior to unemployment) for each individual. There is also information
about past and future employer(s) for each individual. In addition, we augment the data
with official data that capture the regional economic situation and the specific local labor
market for each individual. One interesting variable here is an occupation specific measure
of monthly labor market tightness defined as the ratio between the number of vacancies
and unemployed at any given month.59 Theory suggests a clear link between that measure
and occupational mobility. Hence, we can approximate (and control for) occupational labor
supply and demand which might influence the intention to switch occupation as well as the
training participation decision.

58Further details on the data are available in Oberschachtsiek et al. (2009).
59We obtain the monthly number of vacancies on a two digit occupation level from the job openings

registered with the employment agency.
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4.2 Sample Definition and Program Participation

From the general data described above, we select all individuals that enter unemployment
from unsubsidized employment or general non-employment (e.g. out of labor force) between
April 2000 and December 2004.60 The sample starts in April 2000 because of missing
information and likely underreporting of job-seeker spells in the first months of 2000. It is
restricted to the end of 2004, on the one hand, so that we obtain a 4 year outcome horizon
which is preferable for detecting potential training effects of longer programs as argued by
Lechner et al. (2011). On the other hand, following the well-known Hartz reforms in 2005,
the administrative processes as well as the incentives for program participation changed
dramatically with the introduction of the so-called ”unemployment benefit II”61 and the
abolishment of social assistance payments.

The main additional restrictions we impose on the sample are related to past employment
and past occupation switching. Moving to a new occupation is more strongly associated
with losses of occupation specific human capital for individuals who are employed for a
relatively long time in a certain occupation before entering unemployment. Individuals
with this kind of labor market attachment have relatively lower employment chances if
they change their occupation. In contrast unemployed with low previous labor market
attachment and/or excessive previous occupation switching are not of interest in our study
because they have accumulated less occupation specific human capital in the past. While
individuals who frequently change jobs or occupations are clearly also in need for training,
they are arguably relatively less prone to occupation specific human capital loss as a result
of unemployment. In contrast, unemployed with high labor market attachment who have
to change their occupation, maybe due to structural changes in the economy, are thus
relatively more in need of FVT. Following these arguments, we impose the requirement that
individuals in our sample were in unsubsidized employment for at least 9 months within one
year before entering unemployment and had at most 2 different occupations (defined on a 2
digit level) in the last 3 years before entering unemployment. Furthermore we require them
to have accumulated at least 12 months of work experience in the same occupation during
the last 3 years before unemployment. This definition is quite restrictive and excludes about
65% of our initial sample reducing it from 351,000 observations to about 121,000.

Next, we only consider individuals aged 20 to 55 to avoid influences from schooling and
retirement decisions. This affects about 15% of the remaining sample (5% are aged below

60We do not consider cases from Berlin due to its special situation as capital and formerly divided city
which makes it rather incomparable to the whole of Germany. Furthermore note that multiple entries into
unemployment are possible. However, given the conditions about previous employment and occupations,
more than 90% of individuals in our final sample have only one unemployment spell.

61”Unemployment benefit II” combines unemployment assistance and social assistance payments (existent
until the end of 2004) to one general welfare payment. This is available for all unemployed that are not
eligible for unemployment benefits (anymore) fixed at a level that should ensure a minimum subsistence
level.
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20). Concerns about influences from vocational training or university education are, if any,
only minor as we further exclude unemployed whose last employment was an apprenticeship
and those who worked in marginal employment62 (12.5% of the so far restricted sample).
The latter is observed relatively more often for younger individuals and is also often used by
students. Thus, the remaining individuals aged between 20 and 25 obtain their occupation
specific human capital also from rather stable employment in a regular job. We also exclude
some specific last occupations such as agricultural jobs or those classified as unskilled workers
as they are not representative for the unemployed of interest in our study. Unemployed with
agricultural jobs are mostly seasonal workers and, thus, unlikely to be considered for training
programs.63 The category ‘unskilled workers’ has simply no informational value as it does
not describe any occupation. This reduces the sample by another 7.5% leaving us with
about 83,000 observations before the eligibility condition, as described below, is imposed
resulting in a final sample size of 33,414 observations.

In order to ensure program eligibility of all sample individuals we select only those
unemployed who receive unemployment benefit or unemployment assistance just before
program start.64 This, however, requires knowing start dates also for non-participants which
are not available by construction. We tackle this issue by simulating hypothetical start dates
for non-participants following the approach in Lechner (1999). In particular, we assign start
dates randomly to non-participants drawing from the distribution of actual program starts
of participants regardless of their switching intention.65 Given our empirical approach to
identify the parameters of interest we need all relevant factors that jointly influence program
participation, the intention to switch and labor market outcomes to be exogenous (besides
being observable in the first place) with respect to program participation. This is obtained by
measuring all variables at or relatively to unemployment start (except time until treatment).

Eventually program participation is defined on the basis of the start dates within each
unemployment spell following the approach discussed in Lechner et al. (2011). Each unem-
ployed individual who participates at least once in a vocational training within 12 months
after entering unemployment is classified as participant whereas we consider only the first

62Marginal employment in Germany refers to jobs that are not subject to social insurance contributions
and must not pay more than 400€ per month, or are temporarily limited to 2 months.

63Agricultural workers are typically subject to seasonal unemployment and improving their skills with
training programs is not expected to prevent them from future unemployment once the next season is over.

64Actually, the main eligibility condition requires individuals to be employed for at least 12 months during
the last 3 years before program start. This however, is the same condition as for receiving unemployment
benefits or unemployment assistance. In addition to caseworker consultation, individuals are further eligi-
ble if ‘only’ participation in FVT can increase employment prospects and avoid (further) unemployment.
Finally, the regulations require a vocational degree or at least three years of work experience for eligibility.
However, since we select only individuals with valid information on their last occupation and require at least
one year of employment in the past, the participants and non-participants are most likely to be eligible.

65In fact, program participants that intend to switch occupation and non-switchers start the program on
average after 4.5 months in unemployment. There is no observable difference in the participants’ distribution
of program starts between switchers and non-switchers.
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program participation.66 Everybody who does not enter in vocational training or any other
labor market program within this one-year-window is considered as non-participant. This
includes also individuals who enter training, but only later than 12 months after entering
unemployment. Finally we require training participation to start before December 2004 in
order to obtain a 4-year outcome period which is preferable for the evaluation of rather long
lasting human capital programs (about 6-12 months).67 Following Fredriksson and Johans-
son (2003) and their discussion of the problems of this kind of participation definition we
check the sensitivity of our results by extending the participation window to 18 months.
A reduction of the window to 6 months is however infeasible as the number of program
participants would become too small.

4.3 Definition of the Intention to Switch Occupation and Sample
Descriptives

One crucial variable in our analysis relates to the intention to switch occupation for each
individual. We derive this as a binary indicator from the pair of the last and the target
occupation - variables available for each unemployed in our data. The target occupation
represents the realizable placement desire of the unemployed and is formulated within the
first consultation with the caseworker. In the first meeting the caseworker collects lots of
individual information about qualifications, degrees, family background, and mobility of the
unemployed as well as the last occupation. Subsequently, based on this information and
the vacancy listings from the employment agency, caseworker and unemployed formulate
a placement objective that also determines the target occupation. In later meetings the
caseworker and the unemployed talk about specific training possibilities. This is the usual
curriculum. Given this, the target occupation is fixed before any training participation
is considered. Thus, the caseworker is unlikely to systematically suggest (other) target
occupations according to available training resources.68 This is an important point for the
validity of our analysis and should be kept in mind.

The target occupation is originally available as a 3-digit occupation code in the data
based on the Occupation Classification of the German Statistical Office (Destatis (1992)).
However, we use a more aggregated measure based on 2-digits. While this still leaves enough

66It is theoretically possible, that individuals enter a second vocational training program within the 12-
months-window. However, analyzing multiple program participations would require a dynamic evaluation
approach. Instead, we use all states after the first program start as outcomes

67Based on this participation definition, all individuals participating in any program after 12 months are
also classified as non-participants and thus are used as controls. Those cases account for only about 19%
of all non-participants in our sample, which does not substantially weaken our treatment interpretation
- “starting vocational training within 12 months of unemployment” vs “no program in 12 months”. See
Wunsch and Lechner (2008) for a further discussion and the interpretation of estimates based on this
definition of treatment.

68These explanations are based on conclusions and descriptions from WZB and Infas (2005), Rübner and
Sprengard (2011) and training material for caseworkers.
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variation, we believe to reduce potential problems related to measurement error when using
the finer classification. In addition, we observe the last occupation of each individual as well
as the future occupation (i.e. only for those who find a job within our observation period).
Accordingly, individuals whose target occupation differs from their last occupation (on 2-
digit level) could be classified as “unemployed with an intention to switch occupation”.69

For our analysis, however, we need to assume a loss of human capital to be associated with
occupational mobility. Hence, the simple difference in occupation codes is overly simplistic
for our purposes as it does not allow any inference about the extent of human capital loss.
Different occupation codes, even on a 2-digit level, do not always imply significantly different
skill requirements in the new occupation and the two occupations can be rather close to
each other in terms of their human capital needs.70

Going beyond simple inequality in occupational codes we define the intention to switch
based on the skill distance measure proposed in Gathmann and Schönberg (2010). They use
data from the German Qualification and Career Survey which includes information on skill
requirements for each occupation on a 2-digit level to obtain specific values for the distances
between different occupations. In short, their measure is based on the 19-dimensional Eu-
clidian distance between occupation specific skill vectors. The normalized distance measure
is defined between 0 and 1 with larger distances reflecting more different skill requirements
in pairwise comparisons of occupations (see Robinson (2010) for a profound discussion on
skill-distance measures). We simply use the measure they compute based on the data from
the German Qualification and Career Survey71 (2003 wave) and match these skill-based
occupation distances to each last-occupation – target-occupation pair. We define switch-
ing on the distribution of distances of all unemployed whose target occupation is different
from their last occupation before unemployment. By definition, the resulting distances for
individuals with identical previous and target occupations are zero. Every distance larger
than the median of distances of the sub-group of individuals, whose target occupation is
different from the last occupation, i.e. skill distance > 0.06, is considered as “intention to
switch”. To see why, consider the resulting distribution of occupational distances for the
unemployed in our data as depicted by Figure 5.A.1 in the Appendix. It shows that most
target occupations “are not far away” from the original occupations in terms of their skill
requirements. We do not want to consider these as occupation switches as we expect human
capital loss for such moves to be negligible. This means that individuals who indicate a

69See Kambourov and Manovskii (2009) and Robinson (2010) for extensive discussions on possible defi-
nitions of occupation switching. Note, however, that most of the critiques are less relevant for the purpose
of this paper, as we use administrative data which is less prone to measurement error.

70Some individuals, for instance, want to change from electrician to technical service personnel (occupation
codes 31 and 62, respectively) or from mechanics to locksmith (28 to 27, respectively). It is not obvious,
that those individuals change to an occupation that requires skill adjustments. Furthermore, the distance
in the ordinal numbers of the occupation code does not provide any information on this issue.

71This survey is conducted jointly by the German Federal Institute for Vocational Education and Training
(BIBB) and the Institute of Employment Research (IAB) and its main purpose is to track skill requirements
of occupations.
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target occupation that is relatively close to their original occupation (i.e. with a skill dis-
tance <0.06) are treated as stayers. Our definition of occupation switching is therefore more
conservative than the alternative which is only based on inequality between the previous
and the target occupation code of the unemployed. In a sensitivity analysis we reduce the
skill distance threshold by 10% defining “intention to switch” if skill distance is larger than
0.054. Investigating the sensitivity of results also for a 10% increase of the chosen threshold
would be ideal. The data, however, does not provide enough observations for this additional
step.

In Table 5.2 we document the most frequent categories of intended occupation switches.
This overview shows that there are basically two different occupation switches. Firstly, we
observe switches that can be classified as skill upgrades such as the intended change from
unskilled construction worker to bricklayer (n=157) or plasterer (n=59), or from office clerk
to engineer (n=56) or technical service personnel (n=34), or from cleaning service worker
to sales personnel (n=50). Secondly, there are several switches only between different oc-
cupation types, for example from sales personnel to accountant (n=86), or from cleaning
service worker or cook to housekeeper (n=52 and n=33, respectively), or from office clerk to
storekeeper (n=39). In our analysis we consider these two categories together because both
groups of intended occupation switches require (considerable) skill adjustments which could
be obtained through FVT. Note that our skill distance measure does not allow discrimi-
nating “occupation downgrades” (e.g. bricklayer to unskilled construction worker (n=53)).
However, as the table indicates, such cases are rather rare and do not account for a large
share of program participants. Finally, given the 68 occupation categories there are many
possible changes which explain the low share of each specific switch. The share of partic-
ipants in each intended switch (in Table 5.2) varies considerably from 25% (office clerk to
engineer) to 3.4% (unskilled construction worker to plasterer).

Additional insight into the switching definition from a more aggregate perspective is
provided in Table 5.3. It gives an overview of the shares within the groups of program
participants and non-participants in our sample and the numbers and shares of intended
and actual occupation switches.72 Accordingly, about 67% of non-participants and 73% of
participants are in unsubsidized employment after the end of unemployment. Note that this
measure is not used as an outcome in our actual evaluation as it is not measured relative to
program start. If anything this variable shows that 33% and 27%, respectively, never find
unsubsidized employment within 4 years after program start. Instead, we use the first state
after unemployment only for illustrative purposes and for obtaining the first occupation
after unemployment for each individual. Conditional on being in unsubsidized employment
we can see from the table that unemployed who intend to change their occupation are
also more likely to actually switch relative to those who do not want to switch. 57% of

72Actual switches are obtained from the actual future occupation given employment based on the same
occupation distance threshold as for intended switching.
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Table 5.3: Intention to switch, actual switch, and program participation

Non-participants Participants

Intention to switch
No Yes Total No Yes Total

Not employed cases 7,765 2,108 9,873 598 137 735
column % 31.49 35.4 32.25 26.01 27.35 26.25

Employeda cases 16,895 3,846 20,741 1,701 364 2,065
column % 68.51 64.6 67.75 73.99 72.65 73.75

Basis: Employed
No actual switch cases 12,512 1,643 14,155 1,179 102 1,281

column % 74.06 42.72 68.25 69.31 28.02 62.03
Actual switchb cases 4,383 2,203 6,586 522 262 784

column % 25.94 57.28 31.75 30.69 71.98 37.97
Basis: Actual Switch
Desired occupationc cases 931 126

column % 42.26 48.09
a The employment rate is obtained from the state after the end of unemployment and
represents unsubsidized employment.

b Actual occupation switching is obtained from the first occupation after the end of
unemployment. If the distance between the last occupation and the first occupation is
larger than 0.06 the change is classified as switch.

c Individuals switch to their desired occupation if the skill distance between their in-
tended occupation and their first occupation is less than 0.06. It is obtained as the
share of those that intend to switch and actually do so.

non-participants (72% of participants) with a switching intention do switch whereas only
26% of non-participants (31% of participants) who do not want to change their occupation
eventually switch. In addition we also observe relatively more participants with a switching
intention to change occupation in the end compared to non-participants (72% versus 57%).
Moreover, we compute the share of individuals ending up in their desired occupation of
those who intend to and actually do switch. For non-participants these are about 42% and
for program participants the share is slightly higher with 48%. Thus, we believe that there
is a clear link between what we consider as the intention of occupation switch and realized
occupation switches.

We further investigate the correlates of the a-priori intention to switch measure. Simply
splitting the sample according to our binary variable Table 5.A.1 (Appendix) shows the
mean values of selected covariates by sub-groups. The numbers suggest that individuals
with switching intentions are on average more often males, married, less educated, unskilled
workers with worse labor market histories. In addition, the average number of distinct
occupations in the past is higher for individuals with switching intentions. This is line with
the lower average value of the labor market tightness measure.

To check the robustness of these findings we run a simple probit regression. The pre-
dicted changes in the average probability of the intention to switch measure with respect
to selected covariates (dY/dX) are provided by the coefficients in Table 5.4. Here, too,
females are significantly less likely to indicate the desire to switch their occupation. Some-
what surprisingly, the same is true for workers younger than 30 – yet the profiles flatten
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for older age brackets. Also the presence of younger kids in the household shows a negative
correlation. Bad health (as already indicated by the unconditional means) appears to drive
individuals out of their original occupation. This seems reasonable since health impairments
often limit the possibility to remain in the old occupation. Individuals with lower education
(and eventually lower occupation specific human capital) are significantly more likely to
have switching intentions - even when other factors are controlled for. The only notable
exceptions here are those who hold a university degree.

The hypotheses of Lazear (2009) are further supported by the coefficients related to
characteristics of the last employment: better earning individuals who have been in more
stable and skilled employment are more likely to indicate that they are willing to stay in
their old occupation. On the contrary, previous occupation switches are positively correlated
with further occupation switching. Arguing along the lines of Lazear (2009) this is due to
higher opportunity costs of these individuals once they decide to change their occupation.
Moreover, larger numbers of vacancies in the old occupation (relative to job-seekers) are
negatively related to the intention of occupation switching – as reflected by the coefficient
on the labor market tightness variable. This suggests that workers are more likely to stay in
their old occupation if their chances to find a new job in that occupation are better given the
actual demands of employers. Again, that is what standard theory would predict. Finally,
there seems to be a trade-off between geographical and occupational flexibility of workers:
those workers who are willing to move to find a new job are also more likely to indicate that
they want to stay in their old occupation (or at least an occupation that is closely related
in terms of its skill demands).

The descriptive evidence provided here makes us confident that our measure indeed
reflects individual’s ex-ante (i.e. before any training) willingness of occupation switching
and is, thus, useful for the purpose of the heterogeneity analysis that lies ahead.

5 Empirical Strategy

5.1 Identification

We are interested in isolating the effects that publicly sponsored vocational training pro-
grams have on future labor market outcomes (denoted as Y) of their participants, i.e. in
the average treatment effect on the treated (ATET ). In particular, our analysis aims at
investigating training program effect heterogeneity with respect to occupation switching
decisions. Instead of using training participation and the intention to switch occupation
as a joint treatment, we analyze heterogeneity by distinguishing between the two strata of
participants in the data – those who indicate an intention to switch their occupation at the
time when they register as unemployed (s=1) and those who indicate the desire to find a
new job in their old occupation (s=0). In that sense, we view the switching intention as an
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Table 5.4: Probit estimation of the intention to switch occupation on relevant covariates

Dependent variable: Intention to switch occupation (based on distance measure) dY/dX S.E.

Individual characteristics
Female -0.0462*** -0.00536
Age<25 -0.0826*** -0.00992
Age 25-29 -0.0305*** -0.00817
Age 30-34 -0.0139* -0.00727
Age 35-39 -0.00545 -0.00682
Age 40-44 Reference
Age 45-50 0.00115 -0.00723
Age 50+ 0.0102 -0.0074
School: no degree -0.00576 -0.0077
School: Hauptschule Reference
School: upper secondary degree -0.0125** -0.0055
School: university entrance degree -0.0274*** -0.00847
No vocational degree 0.0324*** -0.00568
Vocational training Reference
University degree 0.0332*** -0.0108
At least 1 child (yes=1) 0.00678 -0.0058
Age of youngest child < 3 years (yes=1) -0.0205* -0.0119
Age of youngest child 3 to 5 years (yes=1) -0.00285 -0.00924
Age of youngest child > 5 years (yes=1) Reference

Last employment
Log of wage in EUR (halfmonthly) -0.0206*** -0.00481
Unskilled worker 0.0762*** -0.00711
Skilled worker -0.0268*** -0.00731
Part-time worker 0.0143* -0.00734
White-collar worker Reference
Duration last occupation (within last 5 years) -0.00217*** -0.000129
Occupation specific labour market tightness -0.122*** -0.0313

Labor market history in 4 years before entering unemployment
Halfmonths employed -0.0008 -0.000494
No previous unemployment (1=yes) 0.0148** -0.00686
Halfmonths unemployed -0.00111** -0.000515
Number unemployment spells -0.0200*** -0.00311
Halfmonths out of labour force -0.00114** -0.000506
Any previous training (1=yes) -0.00759 -0.00761

Additional information
1 occupation (2-digit) in last 5 years (yes=1) Reference
2 occupations (2-digit) in last 5 years (yes=1) 0.0398*** -0.0061
3 or more occupations (2-digit) in last 5 years (yes=1) 0.0528*** -0.0123
Job search not regionally limited -0.0121*** -0.00427
Vacancy referrals: number per day -0.0206 -0.015
Vacancy referrals: none 0.0107** -0.00449
Health impairment affecting placement (yes=1) 0.0369* -0.0192
Health impairment, disabled (yes=1) 0.0277*** -0.00887
Observations 33,402
Log-likelihood -14647.922
McFadden Pseudo-R2 0.1067
Significance levels indicates by stars (*** p<0.01, ** p<0.05, * p<0.1).
Note: The coefficients in the column represent the predicted change in the average probability of the intention
to switch occupation with respect to the particular covariate. Additional controls not shown in this table are
last occupation, nationality, family status and regional characteristics (local unemployment rate, GDP per capita)
as well as state and time fixed effects (year and quarter of entering unemployment).
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individual attribute providing additional information for the caseworker’s allocation process
– relative to the information already used. Thus, we do not intend to obtain the impact
of the intention to switch on employment but rather the differential impact of training for
switcher and non-switcher.

As widely recognized in the microeconometric evaluation literature, the parameters of
interest cannot be easily identified as the counterfactual situation of participants is unobserv-
able. To illustrate the evaluation problem we follow the potential outcome school-of-thought
established by Rubin (1974). Formally the ATET , i.e. the difference in average potential
outcomes for the treated (D=1) denoted as Y d with d=0 for the non-treatment state and
d=1 for treatment, is defined as follows:

ATETs = E(Δ D = 1, S = s) = E(Y 1 D = 1, S = s) − E(Y 0|D = 1, S = s) (1)

for the sub-group of switchers and non-switchers, respectively. The comparison of
ATET1 and ATET0 allows us to make statements about potential effect heterogeneities.
In order to assess program effectiveness we focus only on the effect on those unemployed
who actually participate instead of investigating the impact for a person randomly drawn
from the population which could be obtained by the average treatment effect (ATE). We
also refrain from analyzing the effects on the non-treated, i.e. how FVT might affect those
who are eligible but decide not to participate as there is no policy interest in extending
the program to the entire population of unemployed. Since the last term in the equa-
tion above is not observable we approximate it using the outcomes of non-participants.
Given, that we are not in an experimental setting with random training assignment we
need further assumptions in order to use non-participants as a valid comparison group
because E(Y 0 D = 1, S = s) �= E(Y 0 D = 0, S = s). A naive comparison of their
mean outcomes would otherwise result in biased estimates of the ATET s as unemployed
are selectively assigned to programs and selectively intend to switch occupation based on
various individual characteristics. This is obvious given the caseworker’s selection pro-
cess and the apparent differences in covariates between participants and non-participants,
and switchers and non-switchers, respectively (as shown in the descriptive statistics of
our sample in Table 5.A.1. We account for the selection bias by following a selection
on observables strategy. The underlying conditional independence assumption (Imbens
(2004)) postulates that conditional on all covariates X that jointly influence treatment
assignment and outcomes within each stratum S = 0, 1, the treatment status (D) can
be seen as quasi random (exogenous) so that (Y 1, Y 0)⊥D|X = x, S = s, and, hence,
E(Y 0 D = 1, X = x, S = s) = E(Y 0|D = 0, X = x, S = s). This implicitly assumes that
all unobserved factors are - conditional on X - equally distributed between participants and
non-participants within each stratum. In order to ensure that the estimated training effects
between switcher and non-switcher do not vary because of differences in other observed char-

113



acteristics (other than the switching intention) that influence their labor market outcomes
we apply an additional adjustment step. In particular, we identify effect heterogeneity by
defining one target group, namely participants who intend to switch their occupation, and
adjust the covariate distributions of the other three subgroups to match the target group’s
one. The rationale for this additional adjustment step is not that we view the switching
status as conditionally independent, i.e. as a treatment state. Instead we believe the varia-
tion in S to provide additional information to the caseworker that is not fully described by
the other observed covariates.

By selecting the sample based on stable employment records (at least in the time before
becoming unemployed) we make sure that all individuals are in fact eligible for the program.
Participation in vocational training and switching intentions are determined in the meetings
of the caseworker and the unemployed. While caseworkers have some discretion about who
they assign, the approval is substantially based on their assessment of successful program
completion, subsequent employment prospects, local labor market conditions as well as avail-
able program places and financial constraints of the local employment office. We capture
the selectivity of this assignment process and the individual decisions using an extensive list
of variables (all measured before program start). We include socio-demographic character-
istics of the unemployed (e.g. gender, age, nationality, marital status, number of children,
education, the degree of mobility, etc.), their labor market histories (past employment, un-
employment and out-of labor force spells, past training participation, earnings, sector of
employment, vocational degrees, characteristics of the last employer, etc.) and individual
specific limitations (e.g. health and disability status) to control for individual employment
prospects and program completion. Local labor market conditions are taken into account
using regional characteristics such as the local unemployment rate, regional GDP or ur-
banity as well as occupation specific labor market tightness. From the perspective of the
unemployed it is the same factors that, we argue, drive selection into participation and
compliance with the rules of the program. Though, in order to account for the incentive to
enhance unemployment benefit receipt with program participation we control for the claim
and the amount of unemployment benefits measured at the beginning of the unemployment
spell. With respect to unobserved characteristics of the unemployed, we are confident that
systematic differences are sufficiently captured as these should otherwise have materialized
in the past (Lechner and Wunsch (2009)).

Our identification strategy allows, through appropriate reweighting of the covariate dis-
tribution in the comparison groups, to match that of the target group and, thus, closely
mimic an experimental set-up. When simply testing for ATET1 = ATET0 as defined above
we implicitly test if

[E(Y 1|D = 1, S = 1) − EX|D=1,S=1E(Y 0|D = 1, X = x, S = 1)]
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− [EX|D=1,S=1E(Y 1|D = 1, X = x, S = 0) − EX|D=1,S=1E(Y 0|D = 1, X = x, S = 0)] = 0
(2)

5.2 Estimation

Following our identification strategy, we estimate the reweighted conditional expectations
for the outcomes of interest in each of the sub-populations. For this purpose we use the semi-
parametric matching estimator as proposed in Lechner et al. (2011) which allows for effect
heterogeneity and avoids unnecessary functional form assumptions.73 We first estimate the
probability of treatment (i.e. the propensity of being a training participant with switching
intention) using parametric probit models that include all relevant covariates as described
in the previous section.74 We then conduct specification tests for omitted variables, but
also rely on Lechner and Wunsch (2011) for the sets of included covariates who – based
on IAB data - provide helpful guidance for this step. The estimated propensity scores are
then used as a reweighting device. Instead of nearest neighbor matching the estimator
used here is based on the idea of radius matching (Dehejia and Wahba (2002)). First
the distance between each treated and the closest non-treated observation is computed
based on the Mahalanobis metric using the covariates and the propensity scores. Here,
the propensity scores are weighted 5 times more than the covariates. In a second step the
radius around the treated observation is defined. For the particular value of the radius
we rely on the one used in Lechner et al. (2011) as there is no specific algorithm available
in the literature to obtain a certain value. Thus, the radius is defined as percentage of
the maximum Mahalanobis distance – in our case the 90%-distance to the largest one-to-
one match. Within this radius each non-treated observation is weighted proportional to
the inverse of its Mahalanobis distance. Thus, the resulting weights correspond to the
relative importance of non-treated observations in the overall comparison of the outcome
variables. Based on the weights obtained from the propensity score estimation we ensure
sufficient common support by dropping treated for whom no close match is available. In
particular, we apply the procedure proposed by Dehejia and Wahba (2002) that removes all
treated observations with propensity scores larger than the largest propensity score within
the control group. In addition, we acknowledge the problem of areas with thin common
support by using a trimming rule as suggested in Huber et al. (2013). It is shown that
trimming can reduce the mean squared error substantially relative to no trimming. This

73The study by Huber et al. (2013) provides further details on the performance of this particular estimator
in comparison to a broad range of other propensity score-based estimators. Moreover, Huber et al. (2012)
provide additional results on the various tuning parameters that need to be set in this type of estimators
and implement these in different software packages.

74Based on this probit estimation we are able to account for a large number of covariates circumventing
the curse of dimensionality by summarizing the covariate information into a one-dimensional score. If the
treatment status is conditionally independent (conditional on X) from the potential outcomes this holds
also for any one-dimensional function of X (Rosenbaum and Rubin (1983)).
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rule accounts for values of the propensity score of the treated that are rare among the
controls. In the absence of trimming these controls would obtain too much weight in the
estimation and, in turn, might dominate the results. To avoid this problem, trimming
restricts the maximum weight these controls obtain, i.e. “all weights are set to zero if their
share of the sum of all weights is larger than t%.” We started with 6% trimming as used in
Huber et al. (2013) as one particular value. This specification reduced the root mean squared
error on average for all estimators they investigate – which includes the one we use here –
by a fairly large amount compared to no trimming. An inspection of the common support
(documented in Appendix B figures 5.B.1 to 5.B.3) shows that in our estimations there are
some areas with relatively thin common support. We further reduced the level of trimming
excluding observations with a weight larger than 1% (as share of the sum of all weights) to
reduce the relatively high variance that we obtained. We kept this value, on the one hand,
because a further reduction would have led to too few observations ‘on support’. On the
other hand, we choose 1% because the point estimates did not change much compared to
a 6% trimming level but the variance was reduced. Eventually the estimated weights are
then used in a final parametric regression model to achieve further bias reduction where
we use linear and logit bias correction in particular. When using the weights we utilize the
double robustness property, i.e. our results are consistent if either the participation model
or the final regression model is correctly specified. Sampling uncertainty of the estimates is
approximated based on 999 bootstrap replications of the effects. The confidence intervals
are expected to be larger for the adjustment of the non-switcher participants to the switcher
participants since these groups are the smallest. To eventually make statements about effect
heterogeneity and program effects in general on a 95% confidence level we consider the 2.5th
and 97.5th percentile of the bootstrap distributions.

6 Results

6.1 The Outcomes

We investigate the effects of participation in vocational training between 2000 and 2004 and
consider an outcome period of up to 4 years after training start (i.e. up to 2008). Because
all outcomes are measured relative to the time of (hypothetical) program start we are able
to make statements about initial lock-in effects that are usually observed while the programs
are running (Van Ours (2004)) as well as medium-run effects. The following outcomes are
investigated: First, employment rates at a half-monthly frequency and accumulated during
different periods after training start. Successful reintegration into the labor market and
stable employment are the formulated goals of FVT. Thus, we view this outcome as the
most general, but nevertheless as very relevant to draw conclusions about program effects.
Second, as the focus of this study is on occupational mobility, we investigate the rate of
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successful occupation. Second, as the focus of this study is on occupational mobility, we
investigate the rate of successful occupation switching. As discussed in before successful
training should qualify unemployed participants to meet the skills demanded by the labor
market. In cases where an unemployed individual is unlikely to find a job in her old oc-
cupation (and is therefore considering a change) a positive effect on successful occupation
switches is desirable from a policy perspective. Yet, this can only be evaluated for the
selected group of individuals who are observed in employment at some point after training
within the outcome period. Successful occupation switching is defined as a binary outcome
measure being 1 if individuals are employed in an occupation different from their last occu-
pation according to our distance measure and 0 otherwise, which includes non-employment
as well as employment in an occupation that is equal or “similar” to the one before un-
employment (i.e. the distance is <0.06). As for the crude employment rate, the outcomes
on occupation switches are measured on half-monthly rates and accumulative. Third, we
investigate indicators for accumulated earnings over time - they are interpreted as a crude
measure for the productivity level of individuals.

The results of our covariate adjustments are presented in Table 5.B.1 which documents
the estimated probit models for the three necessary adjustment steps described above where
the dependent variables are training participation and intention to switch, respectively, and
we obtain the propensity scores. The inspection of balancing tables (before any additional
bias correction) based on the estimated propensity scores suggest a good performance of
the reweighting of mean characteristics and, thus, a good match quality. Also the common
support requirement seems satisfactory. According to the distribution of propensity scores,
depicted in Figures 5.B.1, 5.B.2 and 5.B.3 the vast majority of treated observations are in
the common support.

6.2 Effects of Training

Figure 5.1 shows the mean (unsubsidized) employment rates of the four groups over time.
For the two participant groups we see that their employment rates behave very similarly.
This is especially true for the first 12 months after program start. During the initial pe-
riod the non-participants have higher employment probabilities which we attribute to the
lock-in effects of the program. By the end of the first year all groups have employment
rates around 35 to 40%, while the rates of the participant groups grow faster afterwards -
most likely because of the end of their training program (planned durations are between 6
to 12 months). At the end of the observation period the two trained groups show higher
employment rates (>56%) than their respective comparison groups (<50%). This is con-
firmed by Figures 5.2 and 5.3 showing the training effects of participants over time. The
negative impact on employment rates during the first year simply confirms the existence
of significant lock-in effects. Moreover, both figures show positive employment effects of
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training for the participant groups approximately 2 years after program start. The point
estimates suggest, that in the long-run participation in FVT leads to an approximately 8%-
points higher employment rate. This effect remains relatively stable and becomes statis-
tically significant towards the end of the observation period for non-switcher, whereas the
effect for switcher declines after 3.5 years after program start and becomes insignificant.
In Figure 5.4 we depict the difference in program effects for switcher and non-switcher to
illustrate potential effect heterogeneities. Here, the impacts on employment rates over time
do not show any heterogeneous program effects between these two groups as the difference
is always very close to zero. Given the rather large confidence bounds we can however not
conclude that unemployed with a switching intention really do not benefit more (or less)
from FVT programs than non-switcher. This figure only allows to conclude that in case the
effect is not zero it is also not larger or smaller than the confidence bounds, which is rather
unsatisfactory though.

Figure 5.1: Employment probabilities

Note: Ordinate measures employment probability in %. Employment probabilities are obtained considering
unsubsidized employment only.
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Figure 5.2: Program effects for participants with switching intention: Employment proba-
bility in unsubsidized employment

Note: The 95% confidence interval refers to the 2.5th and 97.5th percentiles of the distribution of effects
obtained from 999 bootstrap replications.

Figure 5.3: Program effects for participants without switching intention: Employment prob-
ability in unsubsidized employment

Note: The 95% confidence interval refers to the 2.5th and 97.5th percentiles of the distribution of effects
obtained from 999 bootstrap replications.
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Figure 5.4: Difference in program effects between participants with and without switching
intention

Note: The presented results are obtained by subtracting the effect of non-switcher from the one of switcher.
Thus, a positive value of the difference indicates effect heterogeneity in favor of switcher. The 95% Con-
fidence Interval refers to the 2.5th and 97.5th percentiles of the distribution of effects obtained from 999
bootstrap replications.

Figure 5.5 visualizes the development of employment probabilities with successful (ex-
post) occupation change after training start. Remember that we defined this outcome
variable to be 1 if individuals are employed in a new occupation according to our distance
measure and 0 otherwise which includes non-employment and employment in an occupation
that is ‘close’ to the old one. It appears that, on average, those who indicate an intention
to switch at the beginning of their unemployment spell indeed have higher probabilities of
being employed in an occupation that is different from their last occupation. This holds for
program participants and non-participants. Again, the training participants in each stratum
show higher probabilities of occupation change which is, again, defined as being employed in
an occupation with a skill distance larger than 0.06 (away from the occupation of last em-
ployment). The training effects for the outcome of successful occupation switches are shown
in Figures 5.B.3 and 5.B.4. Our analysis detects a positive effect of training participation
on successful occupation switching afterwards. The effect is largest (about 9%- points) for
both groups after approximately 3 years. For participants with switch intentions there is
still a lock-in effect observable indicating that without program participation they would
have found a job in a new occupation already in the first year. Later on the employment rate
increases for participants and they experience significantly higher employment probabilities
in a new occupation for the last 3 years of the observation period than if they had not par-
ticipated in FVT. The development is somewhat different for non-switcher (Figure 5.B.4)
where program participation does not result in lower employment rates in the initial time
after training compared to non-participation. Already after 6 months the mean effect of the
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program becomes positive which implies that program participation (at least partly) induces
higher employment rates in a new occupation compared to non-participation for individuals
who initially do not intend to change their occupation. However, this observed effect is in-
significant until approximately 3 years after program start. Eventually, there is again only
little heterogeneity across the two groups as indicated by the difference in program effects
(Figure 5.6). In the first 8 months after program start switcher actually seem to perform
worse than non-switcher, whereas they catch up until the end of the first year. Afterwards
the difference in effects is always close to zero and as before has a large confidence bound
over the entire outcome horizon. Thus, our results of the effects of training on employment
combined with successful occupation change do not provide conclusive evidence on effect
heterogeneity either. Note also that these conclusions are limited as successful occupation
switch is only observed for the selected group of individuals who are employed after training
at least once within the outcome period.

Figure 5.5: Successful switching probabilities

Note: Ordinate measures employment probability in %. Individuals are employed in a different occupation
if the difference between new and old occupation is larger than 0.06 according to our distance measures.
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Figure 5.6: : Difference in program effects (successful switching) between participants with
switching intention and those without

Note: The presented results are obtained by subtracting the effect of non-switcher from the one of switcher.
Thus, a positive value of the difference indicates effect heterogeneity in favor of switcher. The 95% Con-
fidence Interval refers to the 2.5th and 97.5th percentiles of the distribution of effects obtained from 999
bootstrap replications.

Turning to the effects of training on our accumulated outcomes, Table 5.5 shows the
estimated average outcome levels as well as the program effects (and their differences) for
the four sub-groups. The employment outcomes - measured in half-months individuals
spend in unsubsidized employment - confirm the negative and significant lock-in effects
for both strata from before. On average, participants with (no) switching intention are
employed 4 (5) weeks less than their non-participant comparison group during the first year
after program start. Towards the end of our observation period, in particular in the last
year, we see that program participants (switcher and non-switcher) accumulate about 2 to 3
weeks (1.21 and 1.75 half-months, respectively) more in employment than they would have
without participation. Also the cumulated effects for the last 2 years are positive. Program
participation increases employment for switchers by about 5 weeks (only weakly significant)
and for non-switcher by more than 7 weeks. In turn, participants with switching intention
experience about 5 weeks (only weakly significant) less in unemployment in the last 2 years
and non-switcher almost 8 weeks (3.79 half-months). Over the entire 4 years, however,
participants cannot compensate for the initial lock-in effect and, thus, we do not find any
significant effects of program participation on employment stability over the whole outcome
period. Remember, however, that the estimated confidence bounds are rather large – in
fact too large to conclude that the program has no impact. Regarding effect heterogeneity
the last columns depict the differences in program effects for switchers and non-switcher.
Again, there is no evidence that training has differential impacts for the two sub-groups.

The results also provide insights about the switching patterns of individuals in our
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sample. As expected, training appears to lower the attachment of unemployed workers to
their previous occupations - by 5 and 4 weeks for switchers and non-switchers (-2.28 half-
months and -1.91 half-months), respectively, during the last two years of the observation
period. This indicates a positive effect on occupational mobility even though it is only
significant for the subgroup of switchers. At the same time it shows no significant effect
on the time employed in the intended occupation. Instead, the implied higher occupational
mobility is a result of realized switches into occupations other than either the last occupation
or the target occupation, i.e. into an alternative occupation as defined by our distance
criterion. Switcher participants accumulate almost 6 weeks (2.72 half-months) and non-
switcher participants about 13 weeks (6.18 half-months) more in a new occupation during
the 3rd and 4th year after program start. Thus, training appears to stimulate occupational
mobility, yet is less successful to place participants into their originally intended occupations.

Finally, we provide outcomes related to accumulated wage earnings. For the 4th year
as well as for the last 2 years after program participation the results suggest some positive
effects on total earnings - significant for both sub-groups for the last year of the observation
period. However, as for the employment outcomes, these gains cannot compensate for
the initial earnings losses during the first year (about 2000 € less for participants of both
groups). Over the entire outcome period program participants do not accumulate more
earnings than if they had not participated in FVT. Clearly, these results are closely related
to the accumulated employment outcomes mainly reflecting the negative (positive) effects
in the first (last) year after program start.

6.3 Sensitivity Analysis

Variation of the occupation distance measure

To demonstrate the sensitivity of our results with respect to the distance measure used
to determine the intention to switch occupation we reduce the threshold by 10% to 0.054.
Accordingly, all skill distances between last and target occupation larger than 0.054 are
‘intended occupation switches’. Thus, we classify more individuals as switcher than pre-
viously. Note, however that now we define differences between last and target occupation
as intended moves to a new occupation which we initially did not classify as those. For
example, according to Table 5.C.1 (appendix) presenting again the most frequent intended
occupation switches following the new distance threshold, changes from ‘Office Clerk’ to ‘Ac-
count, Bookkeeper’ and vice versa are now the main groups of intended occupation switches.
Nevertheless, we still believe to capture mostly relevant switches, i.e. occupational moves
that still require substantial skill adjustments. We conduct the same estimation steps as
before to obtain the respective outcomes.

The results presented in Figures 5.C.1 and 5.C.1 in the appendix depict the evolution
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of the employment rates over time for each sub-group and the difference in training effects
between switcher and non-switcher, respectively, are not different from the ones we obtained
before. The same is true for the outcome of successful occupation switching (Figure 5.C.3).
The cumulated employment outcomes (Table 5.C.2) neither indicate any different insights
such that a variation of the distance measure in the proposed way does not result in new
conclusions.

Variation in the training program participation definition – ‘18 months window’

According to our previous definition of program participation and the discussion of Fredriks-
son and Johansson (2003) we estimate our results again defining each unemployed individual
who participates at least once in a vocational training within 18 months after entering un-
employment as participant. This definition results in a new sample with in total 28872
observations. In Table 5.C.3 we present the mean values of selected characteristics of the
individuals in this new sample. Except for different numbers of observations in each sub
group – we now observe 569 program participants with a switching intention (501 before) -
there are no substantial differences in the mean characteristics observable compared to the
original sample we use for our primary results.

The findings, as before, suggest positive effects of training participation on employ-
ment rates (unsubsidized employment) 3 years after program start (see Figures 5.C.4 and
5.C.5) but again no significant difference between those effects (Figure 5.C.6) which would
otherwise imply heterogeneity. In addition, the employment probabilities with successful
occupation switching as well as the cumulated outcomes (Table 5.C.4 ) are very similar
(especially with respect to statistical significance) to the results we obtain from our initial
sample. Thus, our findings are not sensitive to the definition of program participation.

7 Conclusion

In this paper we investigate the effectiveness of vocational training programs with a special
focus on the aspect of occupational mobility - something that the existing literature has
largely neglected so far. More specifically, we discuss the interactions between vocational
training and occupational mobility, and argue that these should be accounted for in any
evaluation study. Based on evidence from an extensive body of previous research in labour
economics it is safe to assume that job changes are often accompanied by losses of human
capital and declining wages. This is especially true for unemployed individuals who - be-
cause of bleak reemployment prospects in their old occupation - switch between occupations
with different skill requirements (Gathmann and Schönberg (2010)). If applied adequately,
vocational training should cushion the negative effects of such occupation changes as it may
help to (partly) overcome skill deficits and, thus, reduce subsequent productivity and wage
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losses. In addition, training towards a new occupation can provide a positive signal and
raise the attractiveness of unemployed workers to potential employers. On the contrary,
training might be less useful, if an unemployed worker aims to stay in his previous occupa-
tion where he faces favorable job prospects or when his skills are highly demanded by the
labour market. Thus, the usefulness of training might well differ between individuals with
and without intention of occupation switch.

While the theoretical arguments are clear, empirical evidence is not easy to establish be-
cause occupation switching is a choice variable that is usually only observed after training
- and thus potentially endogenous. Based on large administrative data from Germany we
identify two sub-groups – i.e. unemployed individuals who intend to switch their occupa-
tion and individuals who do not. In contrast to other studies we are in the lucky position
to observe a reliable measure for switching intentions that is recorded before any decision
about training participation is made, i.e. exogenous to training. Within each of the groups
we identify and estimate the effect of training participation on subsequent labor market out-
comes – i.e. chances of future unsubsidized employment, occupational mobility patterns,
as well as accumulated wage earnings. We also compare the effectiveness across the two
groups to learn more about potential effect heterogeneity. The availability of many individ-
ual characteristics enables us to use advanced econometric matching methods to reasonably
capture the selectivity into training and occupation switching, respectively.

Given our medium-term outcome horizon of up to four years after program start our
we find positive effects of training for both sub-groups - switchers (intention to switch)
and stayers – with respect to employment probability, successful occupation switching and
accumulated wage earnings. The medium term effects become most apparent when only the
later periods are considered (i.e. 3-4 years after training). But, due to initial lock-in effects,
we do not find significant effects of training on employment for the total outcome period (Van
Ours (2004)). Contrasting with our theoretical predictions, however, the treatment effects
for both sub-groups show similar patterns and we do not find significant differences between
them. The interpretability of that result is, however, limited due to sampling uncertainty in
the data. Most of the outcomes we consider provide no evidence for a differential impact of
training except that training appears to be more effective in promoting successful (ex-post)
occupation switches in the short run for individuals with (ex-ante) switching intentions.

Our inability to demonstrate heterogeneous treatment effects should not suggest that the
dimension of occupational mobility is to be deemed as unimportant and therefore ignored
altogether. While we show that observable characteristics explain a decent part of the
variation in switching intentions of unemployed workers in our sample, a large fraction
remains unexplained. This unexplained part is likely to reflect unobserved individual traits,
preferences, experiences and circumstances, among other things. While these dimensions
are generally difficult to assess, also from the perspective of case workers, it is hard to argue

126



that are irrelevant for labour market outcomes of individuals. Having reliable data about
switching intentions might allow experienced case workers to draw relevant conclusions
about such worker characteristics and, thus, help to optimize training allocation. Under the
premise that occupational mobility is a crucial determinant of subsequent labour market
pathways - and we know that it is (Kambourov and Manovskii (2009)) - information about
switching intentions should achieve greater importance in the treatment of unemployed
workers.

Kambourov et al. (2012) are the first authors to explicitly analyze the interaction be-
tween occupational mobility and labour market training. Although our paper does provide
additional insights on the topic, it has also shortcomings that should be addressed in future
research. First, a key issue we do not address is the direction of mobility, i.e. upward vs.
downward mobility. Due to small sample sizes and the lack of a well defined ranking of oc-
cupations, we pooled all individuals with apparent switching intentions into one group. Yet,
there are strong arguments of why these groups should be considered separately. Individuals
who aim for upward mobility (regardless of the ranking scale) should be assigned to differ-
ent types of training programs. (e.g. for them we would expect skill upgrades to be most
important) and be very different in their characteristics when compared to downwardly mo-
bile workers. A closer look at this dimension and a separation of the two subgroups should
reveal further interesting insight. In addition, one should look more deeply into the content
of training programs. Certain types of programs could be more efficient for workers with
switching intentions, while other types of programs maybe be preferable for workers without
switching intentions. Second, in line with existing literature, we classify occupation switches
based on ISCO codes (further adding a minimum skill distance requirement to improve the
robustness and minimize measurement error). This is, however, sub-optimal as the record-
ing of ISCO codes is known to be plagued by random noise which results in an overestimate
of occupation switching. Admittedly, we would have preferred a worker assessed measure
of occupation switching instead. That variable could be collected at minimal cost (e.g.
by just asking the unemployed worker directly, maybe even at different points during his
unemployment spell) and would certainly improve the reliability of our analyses.
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8 Appendix

A - Sample Descriptives

Figure 5.A.1: Distribution of occupation distances

Note: The vertical line indicates the median of this distribution and, thus, the threshold for our intention
to switch occupation definition.
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Table 5.A.1: Selected mean characteristics by sample subgroups

Non-participants Participants

Intention to switch No Yes No Yes
Observations 24660 5954 2299 501

Baseline individual characteristics
Age 38.32 39.20 37.58 38.32
School: no degree 0.08 0.13 0.03 0.06
School: Hauptschule 0.44 0.48 0.30 0.35
School: upper secondary degree 0.33 0.29 0.45 0.41
School: university entrance degree 0.14 0.10 0.22 0.18
No vocational training 0.22 0.36 0.12 0.21
Vocational training 0.71 0.59 0.78 0.71
University 0.06 0.05 0.10 0.09
Female 0.42 0.39 0.47 0.37
At least 1 child 0.32 0.36 0.35 0.41
Single 0.37 0.33 0.39 0.31
Couple not married 0.04 0.05 0.04 0.06
Single with child 0.05 0.05 0.05 0.07
Married 0.53 0.57 0.52 0.57

Timing of unemployment and program start
Unempl start: in half-months (1=Jan 2000) 61.51 59.92 53.58 49.45
Unempl. Duration until program start: half-months 6.56 7.10 9.09 9.22

Last employment: non-firm characteristics
Unskilled worker 0.21 0.41 0.12 0.34
Skilled worker 0.33 0.23 0.24 0.21
White-collar worker 0.31 0.20 0.51 0.31
Part-time worker 0.15 0.16 0.13 0.14

Last employment: firm characteristics
Age of firm in years 12.83 12.50 12.24 12.19
Industry: Manufacturing 0.19 0.25 0.24 0.27
Industry: Construction 0.22 0.14 0.14 0.12
Industry: Retail 0.15 0.14 0.18 0.16
Industry: Service higher skilled 0.07 0.04 0.14 0.07
Industry: Health and social services 0.10 0.10 0.06 0.10
Industry: Service lower skilled, tourism 0.17 0.20 0.15 0.18
Industry: Primary sector, other services 0.10 0.13 0.08 0.11

Short-term labor market history (last 4 years before entering unemployment)
Halfmonths employed 78.02 72.07 80.81 74.59
Halfmonths unemployed 8.54 11.21 6.71 9.24
Halfmonths out of labor force 7.99 10.86 7.07 10.28

Long-term labor market history (last 10 years before entering unemployment)
Average employment duration 67.70 60.80 71.95 67.98
Number unemployment spells 1.45 1.48 1.13 1.17
Average unemployment duration 10.47 14.32 10.23 12.88

Unemployment benefits and claim
Amount of unempl benefit per 2 weeks in EUR 334.50 317.50 320.34 307.84
UB claim <12 months 0.26 0.31 0.23 0.29
UB claim 12 months 0.44 0.41 0.54 0.51
UB claim >12 months 0.29 0.29 0.23 0.20

Additional information
Halfmonths last occupation in last 5 years 85.83 70.00 87.28 71.56
1 occupation (2-digit) in last 5 years 0.66 0.47 0.63 0.48
2 occupations (2-digit) in last 5 years 0.27 0.40 0.29 0.38
3 or more occupations (2-digit) in last 5 years 0.07 0.13 0.07 0.14
Last employment: monthly wage in EUR 1806 1621 1904 1792
Cumulated earnings in last year 20051 18337 21528 20509
Labor market tightness 0.09 0.08 0.09 0.09

Note: All entries are mean values measured at the time of entering unemployment
except for the variable ’unemployment duration until program start’
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B - Estimation Results

Figure 5.B.1: Common support for program participation of switchers – distribution of
estimated propensity scores

Figure 5.B.2: Common support for covariate adjustment of participants with switching in-
tention to non-participants without switching intention – distribution of estimated propen-
sity scores
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Figure 5.B.3: Common support for covariate adjustment of participants with switching
intention to participants without switching intention – distribution of estimated propensity
scores

Figure 5.B.4: Program effects for participants with switching intention: Successful occupa-
tion switch

Note: Individuals are employed in a different occupation if the difference between new and old occupation
is larger than 0.06 according to our distance measure. The 95% Confidence Interval refers to the 2.5th and
97.5th percentiles of the distribution of effects obtained from 999 bootstrap replications.
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Figure 5.B.5: Program effects for participants without switching intention: Successful oc-
cupation switch

Note: Individuals are employed in a different occupation if the difference between new and old occupation
is larger than 0.06 according to our distance measure. The 95% Confidence Interval refers to the 2.5th and
97.5th percentiles of the distribution of effects obtained from 999 bootstrap replications.
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C Sensitivity Analysis

The following figures and tables present the results from our sensitivity analysis with respect
to a different threshold of the skill distance measure. If last occupation and target occupation
are further apart than 0.054 (according to the skill distance measure used in this study)
they are classified as intended occupation switches.

Variation of the occupation distance measure

Figure 5.C.1: Employment probabilities

Note: Ordinate: Employment probability in %. Employment probabilities are obtained considering unsub-
sidized employment only. Skill distances between last and target occupation above 0.054 are defined as
switch intention.
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Figure 5.C.2: Difference in program effects between participants with and without switching
intention

Note: The presented results are obtained by subtracting the effect of non-switcher from the one of switcher.
Thus, a positive value of the difference indicates effect heterogeneity in favor of switcher. The 95% Con-
fidence Interval refers to the 2.5th and 97.5th percentiles of the distribution of effects obtained from 999
bootstrap replications.

Figure 5.C.3: Difference in program effects (successful switching) between participants with
switching intention and those without

Note: The presented results are obtained by subtracting the effect of non-switcher from the one of switcher.
Thus, a positive value of the difference indicates effect heterogeneity in favor of switcher. The 95% Con-
fidence Interval refers to the 2.5th and 97.5th percentiles of the distribution of effects obtained from 999
bootstrap replications.
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Variation in the training program participation definition – ‘18 months window’

Figure 5.C.4: Program effects for participants with switching intention: Employment prob-
ability in unsubsidized employment

Note: The 95% Confidence Interval refers to the 2.5th and 97.5th percentiles of the distribution of effects
obtained from 999 bootstrap replications.

Figure 5.C.5: Program effects for participants without switching intention: Employment
probability in unsubsidized employment

Note: The 95% Confidence Interval refers to the 2.5th and 97.5th percentiles of the distribution of effects
obtained from 999 bootstrap replications.
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Figure 5.C.6: Difference in program effects between participants with switching intention
and those without

Note: The presented results are obtained by subtracting the effect of non-switcher from the one of switcher.
Thus, a positive value of the difference indicates effect heterogeneity in favor of switcher. The 95% Con-
fidence Interval refers to the 2.5th and 97.5th percentiles of the distribution of effects obtained from 999
bootstrap replications.
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Table 5.C.3: Selected mean characteristics by sample subgroups

Non-participants Participants

Intention to switch No Yes No Yes

Observations 20937 4860 2506 569
Baseline individual characteristics

Age 38.22 39.30 37.75 38.39
School: no degree 0.08 0.13 0.03 0.06
School: Hauptschule 0.45 0.49 0.30 0.35
School: upper secondary degree 0.33 0.28 0.45 0.41
School: university entrance degree 0.14 0.10 0.22 0.18
No vocational training 0.23 0.37 0.12 0.21
Vocational training 0.71 0.58 0.78 0.70
University 0.06 0.05 0.10 0.09
Female 0.42 0.40 0.47 0.37
At least 1 child 0.32 0.36 0.35 0.40
Single 0.37 0.33 0.38 0.30
Couple not married 0.05 0.05 0.04 0.05
Single with child 0.04 0.05 0.06 0.07
Married 0.54 0.57 0.52 0.58

Timing of unemployment and program start
Unempl start: in half-months (1=Jan 2000) 61.18 60.27 52.40 47.79
Unempl. Duration until program start: half-months 6.89 7.49 10.64 11.42

Last employment: non-firm characteristics
Unskilled worker 0.21 0.42 0.12 0.33
Skilled worker 0.34 0.22 0.24 0.21
White-collar worker 0.30 0.20 0.51 0.31
Part-time worker 0.16 0.16 0.13 0.15

Last employment: firm characteristics
Age of firm in years 12.93 12.58 12.22 12.02
Industry: Manufacturing 0.19 0.25 0.23 0.27
Industry: Construction 0.22 0.15 0.14 0.12
Industry: Retail 0.15 0.13 0.18 0.17
Industry: Service higher skilled 0.06 0.04 0.14 0.07
Industry: Health and social services 0.10 0.10 0.07 0.11
Industry: Service lower skilled, tourism 0.17 0.21 0.15 0.17
Industry: Primary sector, other services 0.10 0.13 0.08 0.11

Short-term labor market history (last 4 years before entering unemployment)
Halfmonths employed 77.88 71.61 80.59 74.70
Halfmonths unemployed 8.54 11.50 6.89 9.20
Halfmonths out of labor force 8.15 11.00 7.12 10.18

Long-term labor market history (last 10 years before entering unemployment)
Average employment duration 67.39 60.58 72.27 67.50
Number unemployment spells 1.46 1.48 1.13 1.17
Average unemployment duration 10.30 14.04 10.38 12.99

Unemployment benefits and claim
Amount of unempl benefit per 2 weeks in EUR 332.10 315.45 322.55 307.42
UB claim <12 months 0.27 0.32 0.23 0.28
UB claim 12 months 0.44 0.40 0.54 0.51
UB claim >12 months 0.29 0.28 0.24 0.21

Additional information
Halfmonths last occupation in last 5 years 85.72 69.85 87.05 70.79
1 occupation (2-digit) in last 5 years 0.67 0.47 0.64 0.47
2 occupations (2-digit) in last 5 years 0.26 0.39 0.30 0.39
3 or more occupations (2-digit) in last 5 years 0.07 0.14 0.07 0.14
Last employment: monthly wage in EUR 1800 1610 1914 1773
Cumulated earnings in last year 19924 18201 21630 20314
Labor market tightness 0.09 0.08 0.09 0.08

Note: All entries are mean values measured at the time of entering unemployment
except for the variable ’unemployment duration until program start’
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