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Abstract 

While many individuals state to have high privacy concerns, prior research has shown 
that they often freely disclose private information when using information systems 
(ISs). Denoted as the privacy paradox, explaining this dichotomy has been marked one 
of the key issues of current information privacy research. Against this background, the 
overarching goal of this thesis is to shed light onto the paradox by investigating the 
cognitive processes that underlie privacy decisions in a particular situation. For this 
purpose, literature from IS research, psychology and consumer behavior (CB) is 
integrated into a conceptual model that proposes (1) individuals to rely on situational 
risk-benefit considerations when taking privacy decisions, (2) situation-specific factors 
to be capable to override Dispositional Attitudes (such as general privacy concerns), 
and (3) triggers of intuitive as opposed to deliberate thinking, such as affective 
reactions or gut feelings, to drive situation-specific privacy perceptions in a potentially 
biased manner. As such, it is theorized that the privacy paradox may result from (1) 
the relative valence of situation-specific considerations as opposed to Dispositional 
Attitudes, and (2) biased cognitive valuation processes due to triggers that signalize 
positive emotions or positive gut feelings. The conceptual model is tested across four 
empirical studies with different emphasis. Study 1 finds that individuals with high trait 
preferences for intuitive thinking are likely to overleap deliberate situational 
considerations and to rely on their gut feelings when taking privacy decisions. Study 2 
shows that individuals may perceive lowered risks with regard to information 
disclosure when in a positive Mood State. Study 3 finds situational risk perceptions to 
be independent from deliberate considerations when individuals are confronted with an 
affect-eliciting user interface. Study 4 addresses Processing Fluency as a source of 
positive gut feelings and shows a highly fluent IS design to increase situational benefit 
perceptions, unless mitigated by a cue that enhances deliberate thoughts on privacy. 
The findings enhance the understanding on the privacy paradox, may help to clarify 
the interplay of privacy constructs in driving privacy decisions, and open a new avenue 
for scholars exploring privacy decisions from a situational, bounded rationality 
perspective. For practitioners, the thesis stresses the role of right-in-time interventions 
that may help individuals to take balanced decisions in a particular situation. 
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Zusammenfassung 

Frühere Arbeiten zeigen, dass Personen trotz hoher Datenschutzbedenken oft sehr 
freigiebig persönliche Informationen preisgeben, wenn sie Informationssysteme (ISs) 
nutzen. Wissenschaftler beschreiben dieses Privacy Paradox als ein zentrales Problem 
derzeitiger Datenschutzforschung. Das Ziel der vorliegenden Dissertation ist es daher, 
die kognitiven Prozesse zu untersuchen, die individuellen Datenschutzentscheidungen 
in bestimmten Situationen zugrunde liegen und damit das Privacy Paradox 
verursachen könnten. Zu diesem Zweck wird Literatur aus der IS-Forschung, der 
Psychologie und dem Konsumentenverhalten in einem Modell integriert welches 
annimmt, dass (1) Personen situationsspezifische Risiken und Vorteile einer Daten-
preisgabe abwägen, (2) diese situativen Faktoren in der Lage sind, dispositionelle 
Einstellungen (z.B. Datenschutzbedenken) zu überschreiben, und (3) intuitive im 
Gegensatz zu rational durchdachten Denkprozessen die Wahrnehmung situativer 
Faktoren verzerren können. Somit wird das Privacy Paradox auf (1) die relative 
Valenz situativer Abwägungen im Gegensatz zu dispositionellen Einstellungen, und 
(2) verzerrte kognitive Prozesse aufgrund positiver Emotionen oder positiver 
Bauchgefühle zurückgeführt. Das Modell wird in vier empirischen Studien mit 
unterschiedlichen Schwerpunkten getestet. Studie 1 zeigt, dass Personen mit hoher 
Trait-Präferenz für intuitives Denken situative Risiko-Vorteils-Analysen eher 
überspringen. Studie 2 demonstriert, dass Personen Datenschutzrisiken als niedriger 
empfinden, wenn sie in positiver Stimmung sind. Studie 3 zeigt, dass die 
Wahrnehmung von Datenschutzrisiken unabhängig von rationalen Argumenten ist, 
wenn die Benutzeroberfläche eines IS positiven Affekt auslöst. Studie 4 weist darauf 
hin, dass ein hoch fluentes IS Design die Wahrnehmung von Datenschutzvorteilen 
erhöht, sofern kein Hinweisreiz bewusste Privacy-Gedanken initiiert. Die Resultate 
erweitern das Wissen um die Ursachen des Privacy Paradox, können dabei helfen, das 
exakte Zusammenwirken unterschiedlicher Konstrukte der Datenschutzforschung zu 
klären, und eröffnen neue Möglichkeiten für Forscher, Datenschutzthemen durch eine 
situative, begrenzt rationale Perspektive zu betrachten. Für Praktiker betont die 
Dissertation die Rolle von konkreten und situationsspezifischen Massnahmen, die 
Personen dabei helfen können, wohldurchdachte Entscheidungen zu treffen. 
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1 Introduction 

Secrets are Lies. Caring is Sharing. Privacy is Theft. 

Dave Eggers, The Circle 

1.1 Background and Motivation 

Given that information and communication technology (ICT) becomes more and more 
pervasive and ubiquitous (Maass et al. 2012; Vodanovich et al. 2010), the collection 
and (automatic) processing of data has become simpler and more comprehensive than 
ever before (Smith et al. 2011). With the rise of Internet of Things devices and 
applications (Fleisch and Mattern 2005), for example, a growing number of objects 
will be equipped with sensor technology while being connected to the internet, thus 
collecting and storing information from offline places that are not intruded by digital 
technology yet. The Swedish ICT enterprise Ericsson, for example, estimates that the 
total number of connected devices will increase to over 50 billion by 2020 (Ericsson 
2011). Accordingly, a study by EMC (2014) forecasts that the overall amount of 
digitally stored data will decuple over the next years, rising to about 44 billion 
terabytes of stored information by the end of this decade. 

The systematic collection and analysis of this “big data” (Manyika et al. 2011) offers 
seemingly endless opportunities for economists and organizations. Most prominently, 
firms track and analyze individual behavior in order to offer targeted advertisements or 
personalized product recommendations (Gomez et al. 2009). For example, a study by 
the Wall Street Journal conducted in 2010 revealed that the U.S. “50 top websites on 
average installed 64 pieces of tracking technology” (TheWallStreetJournal 2010), 
allowing for user and usage tracking over multiple websites and browsing sessions. As 
such, marketers may collect data on consumer preferences from multiple data sources, 
and create a profile that allows for highly tailored and individualized actions (ibid.). In 
Europe, a study of 64 companies in Germany showed 98% of all customer e-mails 
(e.g. newsletters) to contain at least one tracking item, enabling firms to determine 
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when, where, how long, and how often the correspondent e-mail was opened by a 
specific user (Fabian et al. 2015). While targeted marketing has the potential to 
significantly increase revenues of retailers (Beales 2010; Chen and Stallaert 2014; 
Lambrecht and Tucker 2013), firms also create direct value from customer data by 
selling that information to third parties or affiliated companies (Gomez et al. 2009). 
Hence, collecting, storing and analyzing data has become a key success factor of 
today’s economy, and data-driven personalization is at the core of many aspiring 
business-to-consumer (B2C) business models. For example, insurance providers have 
started to offer discounts to individuals who agree to have their driving style or 
physical activity monitored (Bolderdijk et al. 2011; Paefgen et al. 2012), while mobile 
applications that assess one’s mood (LiKamWa et al. 2013), one’s personality (Xu et 
al. 2015), or one’s health status (Kehr et al. 2014a; Kehr et al. 2013a; Kehr et al. 
2014b; Kehr et al. 2013b; Kowatsch and Kehr 2013; Kowatsch and Kehr 2014; Wahle 
and Kowatsch 2014) may soon offer tailored and automated support in preventing and 
treating diseases (Agarwal et al. 2010; Vishwanath et al. 2012). As such, data indeed is 
the “currency of the information age” (Kuner et al. 2012, p. 48). 

While these new developments offer benefits to end consumers and society alike, e.g. 
by suggesting only products a consumer may really want, or by relieving the health 
care system through automated therapy, the increasing provision of personal 
information has also raised concerns over questionable ethical practices and potential 
data misuse. Acquisti et al. (2011), for example, demonstrated how easy it is to 
identify persons and spoof sensitive information using face recognition software. 
Comparing pictures of random pedestrians on a university campus with online 
databases, they managed to correctly identify about one third of study participants, in 
an average processing time of less than three seconds. Aiming to commercialize this 
approach, NameTag1 is an upcoming mobile application that uses the same logic to 
infer the name of a person from his picture in real-time with Google Glass. Although 
not market-ready yet, a demonstration video shows an early version of NameTag to 
reach accuracy levels of up to 99%. Once revealed, a person’s name may lead to a vast 
number of additional information that can be found on social networking websites 
(such as Facebook), in online communities (e.g. Tripadvisor, Yelp, FourSquare) or 
with specialized search engines (such as NetDetective). For example, inferring a 
person’s social security number from very basic information that is often available on 

                                            
1 http://www.nametag.ws, accessed on 02.04.2015 
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social networking websites (such as a person’s date of birth) is a comparably easy task 
(Acquisti and Gross 2009), and scholars have demonstrated that Facebook information 
may be sufficient to even infer a person’s personality traits (e.g. Winter et al. 2014). 
Importantly, personal information may also be used to predict and influence future 
behavior of individuals. In a well-documented case of targeted advertising, for 
example, a U.S. supermarket chain sent discount vouchers for pregnancy and baby 
products to a female high school teenager who didn’t know she was pregnant. That is, 
by analyzing the girl’s shopping habits, the firm had concluded that she was pregnant 
before she found out, and strived to enhance her future customer loyalty by sending 
corresponding coupons (TheNewYorkTimes 2012). Similarly, a large-scale study on 
Facebook found that purposeful and tailored filtering of emotionally loaded posts may 
impact users’ future emotions (Kramer et al. 2014), while using past consumer 
preferences to predict future desires has proven a common and highly effective 
practice on many e-commerce websites (Li and Karahanna 2015). 

At the same time, organizations’ privacy and security policies are often insufficient. A 
study by the Global Privacy Enforcement Network (GPEN 2013), for example, 
investigated privacy policies and practices of 2,186 websites and smartphone 
applications and revealed that 23% of the analyzed entities had no privacy policy at all 
– implying that these organizations may easily disseminate and share private 
information without explicit consent by the end consumer. Similarly, past cases of data 
breaches have demonstrated how sensitive information may be stolen or published 
against the intention of end users. Compiling U.S. cases of data loss caused by 
hacking, fraud, physical loss, or unintentional disclosure (e.g. sending an e-mail to a 
wrong party), PrivacyRights.org2 lists over 4500 cases with over 800 million affected 
records since 2005. Similarly, credit card frauds account for up to 1.5 billion € a year 
in the European Union (EUROPOL 2012), and the German Federal Criminal Police 
Office registered over 4000 cases of Phishing attacks in 2013, resulting in an overall 
damage of about 16.4 million € for German national economy (Bundeskriminalamt 
2013). Apart from financial harm, leaked information may also concern highly 
intimate data that most likely causes feelings of discomfort in the affected persons. In 
2011, for example, it was noticed that user statistics on daily physical activities tracked 
via Fitbit (Forbes 2011) were available via online search engines in a non-anonymized 
manner. Apart from daily exercise routines, the freely searchable records also 

                                            
2 http://www.privacyrights.org/, accessed on 02.04.2015 
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contained data on sexual activities. In a similar, well-documented case from 2014, 
over 500 nude pictures of female celebrities were leaked from iCloud accounts 
(TheWashingtonPost 2014a), resulting in a controversial debate on the value of 
privacy and internet security (TheWashingtonPost 2014b). 

Against this background, it seems unsurprising that concerns on data breaches and 
privacy invasions are wide-spread among consumers. In the U.S., for example, about 
three thirds of Americans feel concerned about companies that track their online 
behavior (ConsumersUnion 2008), while 52% of U.S. citizens state to fear privacy 
invasions even more than threats from terrorism (Dimock et al. 2013). Accordingly, 
72% of EU citizens report to be very concerned about unnecessary disclosure of 
personal information when accessing online services (EU 2010), and an absolute 
majority of Germans reports to be concerned about behavior tracking through websites 
and mobile devices (ibid.). In line with these results, 87 percent of Swiss Internet users 
who own a credit card express at least medium concerns with regard to the security of 
their credit card information (Cole et al. 2013). Underlining the generalizability of 
these findings, a survey in Malaysia found 84% of respondents to be highly concerned 
about privacy intrusions (Samsuri and Ismail 2013). In sum, these results suggest that 
individuals are aware on the potential risks of information disclosure that may result 
from unethical practices, data breaches, or information leaks. 

However, users seem to take little action to mitigate these concerns. That is, 
consumers continue to adopt and use technology that is widely known to infringe 
privacy and security and continue to publicly share information online. For example, 
YouTube users upload 300 hours of new material per minute (Reelseo 2014), 
Facebook users upload over 300 million new photos and create about 4.5 billion likes 
per day (Facebook 2012; Facebook 2015), and WhatsApp, known to transmit data in 
an unsecure way, currently has about 500 million active users (Whatsapp 2015). 
Indeed, evidence on this dichotomy does not only arise from everyday observations, 
but also from a number of scientific studies that repeatedly found low or non-
significant correlations between one’s privacy concerns and subsequent disclosing 
behaviors (e.g. Acquisti and Gross 2006; Barnes 2006; Hsu 2006; Jensen et al. 2005; 
Norberg et al. 2007; Spiekermann et al. 2001b; Tufecki 2008; Van Slyke et al. 2006). 
For example, Spiekermann et al. (2001b) showed individuals to freely disclose private 
information to a shopping bot, even if they had stated to be highly concerned about 
their privacy in a preceding survey. Similarly, Acquisti and Gross (2006) showed 
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Facebook users to state high concerns about privacy invasions, while still disclosing 
sensitive information to the network, and Jensen et al. (2005) revealed lowly and 
highly concerned individuals to be equally likely to buy from potentially harmful 
websites, while being equally unlikely to read a website’s privacy policy. In sum, these 
results suggest individuals to indeed act in ways that contradict their own concerns, 
leading scholars to conclude that consumers disclose information “as if they didn’t 
care” (Dinev and Hart 2006, p. 76). Given the abovementioned challenges that society 
has to face regarding data collection and analysis, finding explanations to this “privacy 
paradox” (Norberg et al. 2007; Xu et al. 2011) has been denoted one of the key issues 
of current scientific endeavors with regard to privacy (Goes 2013; Smith et al. 2011). 

1.2 Objectives and Intended Audience 

Against this background, the overarching goal of this thesis is to shed light onto 
inconsistencies between one’s privacy concerns and the respective disclosing 
behaviors. For this purpose, the thesis aims to move beyond a common understanding 
of privacy decisions as a merely rational process, where individuals are seen as (1) 
conscious actors who voluntarily ponder and anticipate the risks and the benefits that 
may result from information disclosure, and (2) only disclose private information if the 
benefits fully outweigh the risks. Rather, the outline of this thesis stems on findings of 
psychology and consumer behavior (CB) literature that show individual decision-
making to be impacted by intuitive rather than analytic processes, sometimes guiding 
individuals to perceive risks and benefits in a biased, potentially irrational way. That 
is, individuals may sometimes feel persuaded by gut feelings that may lead to 
information disclosure even in situations that, from an objective point of view, may be 
harmful. As such, the thesis seeks to explore the privacy paradox as an outcome of 
cognitive processes that are rooted in the psychological functioning of human beings, 
and argues that privacy decisions may be driven by factors of personality or contextual 
cues that provoke a certain (intuitive) response – despite one’s privacy concerns.  

From a theoretical point of view, the results of this thesis may comprise important 
implications with regard to understanding the basic drivers of privacy decision-
making. That is, the results of this thesis strive to contribute to theory-building by 
considering factors of cognition and emotion that have been largely neglected by prior 
information systems (IS) literature (cf. Section 2.4.3), thus challenging established 
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approaches and advancing theoretical knowledge on the roots of the privacy paradox. 
In particular, (1) Studies 1 and 2 suggest that a situation-specific privacy decision may 
be impacted by factors individuals “bring along”, such as a certain trait preference for 
taking decisions (i.e., a certain Thinking Style), or an emotional state that is unrelated 
to the decision at hand (i.e., a certain Mood State), while (2) Studies 3 and 4 assess the 
potential of superficial contextual cues (e.g. the user interface of an IS) in provoking 
biased risk and benefit appraisals. Considering these aspects, the work presented in 
this thesis may lay a fruitful ground for discussing the potential shortcomings of 
common approaches to the explanation of privacy decision-making (cf. Section 8.2). 

For designers, marketers and policymakers, the results of this thesis may not only help 
to better understand why individuals sometimes take privacy decisions that are not in 
their best interest, but also give concrete indications on the sources of these effects. In 
particular, Studies 3 and 4 show how design cues (such as a user interface that 
provokes positive emotional responses) may lead individuals to potentially biased risk 
or benefit appraisals connected to information disclosure. For practitioners interested 
in protecting consumer privacy, these results may help to advance best practices in 
product and IS design, foster discussions on business ethics, and support policymakers 
in promoting a careful and deliberate handling of privacy issues (cf. Section 8.3). 

1.3 Approach and Structure of the Dissertation 

In order to reach these overarching objectives, existent literature streams from IS 
literature, psychology and consumer behavior (CB) research will be integrated into an 
extended model of privacy decision-making. More precisely, the model will 
incorporate the privacy calculus model, a common approach to investigate privacy 
decisions in IS literature, and dual process theory, a notion on the functioning of 
human cognition mostly investigated in psychology and CB research. In contrast to 
many prior approaches describing the cognitive processes that underlie privacy 
decisions, the integrated and extended model of privacy decision-making will 
especially emphasize the contextual and situated nature of privacy decisions by (1) 
systematically distinguishing Dispositional Attitudes (such as General Privacy 
Concerns) from situation-specific constructs (such as Situation-Specific Perceived 
Risks), and (2) introducing Perceived Privacy as a momentary state that reflects how 
individuals perceive their privacy in a given situation. As such, the model is intended 
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to offer a comprehensive framework for investigating privacy decisions, and may be 
well-suited to investigate the biases or flaws that result from a person’s gut feelings in 
a given situation. 

This conceptual model will then be systematically tested in four empirical online 
studies with different emphasis. In particular, four different triggers of gut feelings 
known from prior research will be applied to the given context. Aiming to investigate 
the role of individual cognitive processes in shaping privacy beliefs and behaviors, all 
studies will focus on individuals as subjects of investigation rather than, e.g., analyzing 
groups of individuals, organizations, or the society as a whole (Agarwal and Lucas 
2005; Bélanger and Crossler 2011). Also, all studies (1) will be conducted in a highly 
controlled (online) setting with carefully tested and validated experimental material 
and measurement instruments in order to ensure internal validity (Jarvenpaa et al. 
1985), and (2) will follow a quantitative approach due to its potential in theory testing 
and “understanding the best predictors of outcomes” (Creswell 2013, p. 22). 

In each study, individuals will be requested to rate their privacy perceptions and 
disclosing intentions with regard to the screenshot of a particular ICT system, or 
information system (IS). Following a pre-prototype, scenario-based approach (Davis 
and Venkatesh 2004), the IS will be presented as a screenshot and partly accompanied 
by additional textual information on its purpose. Depending on the trigger under 
investigation, individuals will be additionally asked for specific personality traits 
(Study 1), will be randomly assigned to see a movie intended to evoke a negative or 
positive mood (Study 2), or will be randomly assigned to see different versions of the 
IS (Study 3 and Study 4). As such, Study 1 is designed as a correlational survey study, 
while Studies 2-4 combine a survey approach with experimental methodology. 

In all four studies, data will be examined using covariance-based structural equation 
modeling (SEM, Gefen et al. 2000; Gefen et al. 2011; Jöreskog 1978). In contrast to 
other statistical methods, SEM provides unique opportunities with regard to the 
simultaneous and comprehensive analysis of relationships between (latent) constructs 
(ibid.). Specifically, SEM combines confirmatory factor analysis (CFA) with 
multivariate linear regression modeling, thus allowing scholars to (1) thoroughly 
control for the psychometric properties of the underlying items and prevent common 
pitfalls (such as common method bias, Podsakoff et al. 2003), while simultaneously 
(2) analyze relationships between latent constructs as well as mediation and 
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moderation effects in a uniform model. Moreover and in contrast to similar approaches 
(e.g., partial least square), SEM has been denoted as more advantageous with regard to 
theory testing (as opposed to theory building, Gefen et al. 2011). 

The thesis is structured as follows: Chapter 1 deals with motivational backgrounds and 
the overarching problem of the dissertation, and provides an outlook on the chosen 
approach. In Chapter 2, an overview of relevant literature streams from IS research, 
psychology, and CB literature is provided and relevant research gaps are identified. 
Then, this theoretical background is synthesized into an extended model of privacy 
decision-making in Chapter 3, aiming to develop the research framework of the thesis 
at hand. Specifically, testable research hypotheses are derived, and four empirical 
studies designed to test these hypotheses are overviewed. Following this, 
methodological approaches and results of these studies are reported in Chapters 4-7. 
Finally, Chapter 8 aims to summarize the main results of the empirical studies and 
discuss contributions and implications for theory and practice as well as limitations of 
the gained insights. The structure of the thesis is visualized in Figure 1.1. 

Chapter 
1 

Introduction 
Introduces the problem and approach 

pp. 1 - 8 
  

Chapter 
2 

Theoretical Background 
Overviews pertinent research streams and identify research gaps 

pp. 9 - 29 
  

Chapter 
3 

Conceptual Model 
Develops research framework and hypotheses 

pp. 30 - 44 
  

Chapter 
4 - 7 

Empirical Studies 
Tests research hypotheses and report results in four distinct studies 

pp. 45 – 98 
  

Chapter 
8 

General Discussion 
Discusses contributions and implications for theory and practice 

pp. 99 - 136 

Figure 1.1. Structure of the Dissertation. 
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2 Theoretical Background 

In a comprehensive literature review of information privacy3 research, Smith et al. 
(2011) stated that “almost all empirical privacy research in the social sciences relies on 
a measurement of a privacy-related proxy of some sort. […] Especially within IS 
research, there has been a movement toward the measurement of privacy concerns as 
the central construct” (p. 997). Indeed, a large of number of studies have focused on 
antecedents and outcomes of privacy concerns, e.g. when studying the role of cultural 
differences (Dinev et al. 2006; Krasnova et al. 2012; Lowry et al. 2011), personality 
traits (Bansal et al. 2010), or prior privacy experiences (Smith et al. 1996). In this 
regard, privacy concerns have been commonly regarded as a person’s worries with 
regard to the collection, access, and unauthorized or erroneous use of personal data 
(Malhotra et al. 2004; Smith et al. 1996). 

While investigating individuals’ privacy concerns led to many important insights, the 
construct seemed somewhat ineffective in predicting behavioral outcomes. In 
particular, scholars have repeatedly noted that privacy concerns do not suffice to 
explain and predict the amount and quality of information an individual would disclose 
(e.g. Acquisti and Gross 2006; Barnes 2006; Hsu 2006; Jensen et al. 2005; Norberg et 
al. 2007; Spiekermann et al. 2001b; Tufecki 2008; Van Slyke et al. 2006), leading to 
the aforementioned “privacy paradox” (Norberg et al. 2007; Xu et al. 2011). As a 
consequence, scholars intensified their attempts to theorize about these 
inconsistencies, and proposed models that explored the cognitive sources of individual 
privacy decisions.  

The purpose of this Chapter is to overview scientific approaches to privacy 
decision-making, and to illustrate potential shortcomings of prior research in this 
regard. For this purpose, Section 2.1 introduces and compares different perspectives of 
the underlying privacy phenomenon, resulting in a definition of privacy that forms the 
basis of this thesis. Then, Section 2.2 and Section 2.3 summarize prior research on the 

                                            
3 Focusing on data provision through ICT, the terms privacy and information privacy will be 

used interchangeably in this thesis. 
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privacy calculus model as a fundamental notion of how individuals take decisions 
about privacy, and discuss two extensions and modifications to the basic model that 
have been rarely considered by prior research. Finally, Section  aims to deepen a 
bounded rationality view on privacy decisions by discussing the potential of a dual 
process perspective in this regard. For this purpose, an overview of psychological and 
CB literature on the interplay of two parallel cognitive systems is provided, triggers of 
these systems are exemplified, and the potential of applying this perspective in the 
context of privacy decision-making is discussed. 

2.1 What is Privacy? 

Discussions on the difference between public and private life trace back to ancient 
times and have inspired thinkers and scientists throughout centuries (cf. DeCew 2015). 
With the increasing spread of ICT in the past years, however, scholars and 
practitioners have intensified their attempts to explore the nature and role of 
information privacy (Bélanger and Crossler 2011; Pavlou 2011; Smith et al. 2011). 
Yet, different disciplines have engaged in investigating privacy-related phenomena, 
leading to various perspectives on its nature and characteristics, ranging from legal to 
philosophical, psychological and economic approaches (Smith et al. 2011). 
Consequently, a consistent definition of privacy is still missing (ibid.), while scholars 
have repeatedly alluded to the multi-dimensionality of the construct. Bélanger and 
Crossler (2011), for example, suggested that privacy may be described by complex 
interactions on different levels, such as government, society, or economy, while Smith 
et al. (2011) discussed privacy as a phenomenon that is only fully comprehensible 
through an interdisciplinary approach.  

Valuing these perspectives, the following Section will introduce the concept by 
regarding privacy as a multi-disciplinary construct. That is, three privacy layers will be 
overviewed: (1) A legal and governmental perspective on privacy that regards privacy 
as a human right, (2) an economic perspective on privacy that understands privacy as a 
commodity and (3) a psychological perspective on privacy that refers to privacy as a 
state. Following this, the perspectives will be consolidated into a definition of privacy 
that underlies this thesis. 
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2.1.1 Privacy as a Right 

Legal and political scientists and practitioners have often founded their work on a 
privacy as a right perspective, defining individuals’ privacy as the “right to be let 
alone” (Warren and Brandeis 1890, p. 193), the “freedom to be one’s self” (Bender 
1974, p. 36) or the “claim that there is a sphere of space that has not been dedicated to 
public use or control” (Konvitz 1966, p. 272). Today, many democratic countries, 
including the European Union (EU) and Switzerland, have adopted this view to their 
legislation policies, and often describe individual privacy as a fundamental right, 
valued as equivalent to the freedom of expression. In the Swiss Federal Constitution, 
for example, the right to “informational self-determination” is stipulated in Article 13, 
paragraph 2: “Every person has the right to be protected against the misuse of their 
personal data.” (BV 1999). Yet, there is a long-standing public and scientific debate on 
how this right can be balanced against other rights and legislations, such as the 
freedom of speech or the freedom of press (Emerson 1979; Harbo 2010), and how it 
should be implemented in different contexts, e.g. with regard to electronic monitoring 
of employees at the workplace (Nord et al. 2006). Given the normative nature of law, 
however, these debates are often conducted on an ideological rather than empirical 
level (Smith et al. 2011). That is, juristic and political discussions often originate from 
an understanding of privacy as an absolute value for individuals and the society that 
deserves protection. However, it may depend on the debater whether this value is rated 
as more or less important, with more or less effort arrogated to its defense (ibid.). 

2.1.2 Privacy as a Commodity 

Economists, in contrast, have often relied on a thinking paradigm that regards privacy 
as a non-absolute, tradable good, subject to the rules of economic markets (Bennett 
1995; Davies 1997). That is, privacy can be traded in order to obtain value (Hui and 
Png 2006; Smith et al. 2011), and personal information can be understood as a 
“currency” (Kuner et al. 2012) or a “property” (Schwartz 2004; Shivendu and 
Chellappa 2007) that is disbursed when acquiring (virtual) privileges such as 
personalization (Awad and Krishnan 2006; Sheng et al. 2008; Xu et al. 2009), 
financial advantages (Xu et al. 2011), or pleasure (Hui et al. 2006). Varian (1997) uses 
a farmer’s market example to illustrate these dynamics: If a customer wants to buy an 
apple, it may be beneficial to convey his preferences to the merchant in order to reduce 
his effort of searching for the desired kind of apple from a variety of offerings. 
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However, the customer may not want the merchant to know his desired apple price in 
order to prevent the merchant from adjusting his prices in a potentially 
disadvantageous manner. As such, customers may be interested in disclosing some 
information that is expected to yield advantages, while they would want to keep other 
information private. A commodity view on privacy therefore suggests that consumers 
sell their privacy for benefits, but preserve their privacy if disadvantages are 
anticipated. Indeed, scholars who relied on the commodity perspective have described 
individual privacy decisions as the result of a conscious and rational risk-benefit trade-
off (Dinev and Hart 2006; Krasnova et al. 2010, cf. Section 2.3), assuming that 
individuals may consciously and rationally anticipate potential consequences of data 
disclosure, and only trade personal information if the expected benefits outweigh the 
expected risks (ibid.). 

2.1.3 Privacy as a State 

Philosophers and behavioral scientists, on the other hand, have often treated privacy as 
an individual state by defining it as “state of limited access to a person” (Schoeman 
1984) or “the selective control of access to the self” (Altman 1975, p. 24). Importantly, 
this perspective implies that “there must be a continuum of states of privacy, from an 
absolute to minimal” (Smith et al. 2011, p. 995), thus allowing scholars to measure, 
compare, and classify privacy across situations. As such, regarding privacy as a state 
emphasizes the relative presence or absence of privacy rather than its absolute value, 
given that the extent to which the access to a person is limited may vary between 
situations. For example, scholars have often argued that the extent of privacy is 
positively associated with the amount of control an individual is able to exert in a 
given situation (Culnan and Bies 2003, p. 326). Thus, a situation that enables 
individuals to exert a higher amount of control can be classified as a situation that 
offers higher privacy than a situation that allows for less control. Adding to this 
argumentation, psychologists have highlighted the importance of subjective 
perceptions as opposed to objectivity, given that individuals may sometimes feel that 
their privacy had not been invaded, even if, objectively, harm was done (and vice 
versa, Young 1978). This conceptualization led scholars to often investigate 
perceptions, beliefs, or attitudes towards privacy as a proxy to privacy itself (Smith et 
al. 2011).  
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2.1.4 A Definition of Privacy 

As illustrated by these perspectives, different disciplines have developed different 
notions of what privacy is, ranging from an absolute value and unalterable human right 
to a psychological state that depends on individual perceptions and beliefs and may 
thus constitute something very relative and personal. Importantly, these perspectives 
are not necessarily contradictory – regarding privacy as a right, for example, does not 
automatically imply that individuals cannot voluntarily forgo this right and trade their 
privacy for certain benefits (Davies 1997). Similarly, while a commodity view on 
privacy implies that individuals may consciously and rationally anticipate the 
consequences of information disclosure before taking a correspondent decision, this 
view does not oppose the idea that they may have a certain “state of privacy” when 
doing so (Dinev et al. 2012). 

Yet, the privacy as a right perspective seems to be best suited for normative 
contemplations, rendering it an approach that is primarily used by legal scientists and 
policymakers (cf. Section 2.1.1). Given that this thesis aims for an empirical analysis 
of privacy decisions, therefore, a perspective that allows for relative comparisons 
across situations and individuals is adopted. That is, it is argued that privacy 
constitutes a highly personal, subjective state. Importantly, this state is self-assessed, 
i.e. individuals may access or modify their state by cognitive effort. As such, a 
definition of privacy formulated by Dinev et al. (2012) is adopted as a foundation to 
this thesis, conceptualizing privacy as “an individual’s self-assessed state in which 
external agents have limiting access to information about him or her” (p. 5.). 
Simultaneously and in line with prior research (Dinev and Hart 2006; Dinev et al. 
2012), the thesis argues that assessing this state may require individuals to ponder and 
anticipate the risks and benefits that may succeed data provision, and to only disclose 
information if the benefits outweigh the risks (ibid.). In contrast to a narrow 
conceptualization of privacy as a commodity, however, it is further assumed that risks 
and benefits may be assessed on a subjective rather than objective level. That is, risk 
and benefit considerations may reflect in certain perceptions or beliefs, and risk and 
benefit appraisals may likely depend on influences of personality, context, or 
cognition. This view is in line with many empirical studies that analyzed privacy 
decisions on an individual level (e.g. Anderson and Agarwal 2011; Dinev et al. 2006; 
Dinev and Hart 2006; Dinev et al. 2012; Lowry et al. 2011). 
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2.2 The Privacy Calculus Model 

Given the rise of privacy as an important challenge of the information age, scholars 
have started to propose models that seek to explain why and under which 
circumstances individuals disclose private information when confronted with an IS 
(see Li 2012 for a review). Most prominently, scholars have relied on psychological 
theories that posit decisions and behavior to result from a rational, cognitive pondering 
of arguments, such as utility maximization theory (Awad and Krishnan 2006; Rust et 
al. 2002), or expectancy-value theory (Ajzen 1985; Eccles 1983; Vroom 1964). In 
utility maximization theory, individuals are expected to anticipate and estimate costs 
and benefits of a certain decision, and to form an overall utility value by estimating 
their difference (utility = benefits - costs). As such, individuals feel more motivated to 
take a certain decision if the utility function is maximal, i.e. if the benefits largely 
outweigh the risks. Similarly, expectancy-value theory predicts individuals to form 
beliefs about a certain behavior (such as risk or benefit beliefs) that cumulate in a 
respective attitude. Following notions of the theory of planned behavior (Ajzen 1985), 
this attitude may then influence behavioral intentions, which in turn impact actual 
behavioral outcomes.  

Adopting these theoretical underpinnings to the privacy context, scholars have often 
relied on a privacy calculus view on privacy decisions (Anderson and Agarwal 2011; 
Chellappa and Sin 2005; Culnan and Armstrong 1999; Culnan and Bies 2003; Dinev 
and Hart 2006). As with utility maximization theory, this perspective assumes that 
individuals outweigh and anticipate (1) the costs (or risks), and (2) the benefits that 
arise from information disclosure, seeking to maximize the cost-benefit proportions 
when deciding whether to disclose private information (e.g. Dinev and Hart 2006; 
Krasnova et al. 2010; Xu et al. 2011). In line with expectancy-value theory, 
simultaneously, many studies assumed that this risk-benefit trade-off may entail an 
overall assessment of potential losses and gains, which may in turn impact behavioral 
outcomes (including disclosing intentions) (ibid.). Importantly, the privacy calculus 
perspective builds on a commodity view of privacy (cf. Section 2.1.2), assuming 
individuals to consciously barter privacy for other benefits if they anticipate the 
benefits to outweigh the risks (Malhotra et al. 2004; Pavlou and Gefen 2004; Xu et al. 
2009). Accounting for the psychological dimension of such considerations, however, 
scholars have typically operationalized risk and benefit assessments as individual, 
subjective perceptions rather than objective constructs. That is, they most commonly 
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assessed risk and benefit perceptions or risk and benefit beliefs rather than objective 
risks and benefits when studying individual privacy decisions (e.g. Anderson and 
Agarwal 2011; Dinev and Hart 2006; Dinev et al. 2012). In the following, a brief 
review of conceptualizations and empirical findings with regard to the privacy calculus 
model will be provided. This overview is informed by a systematic literature review 
spanning ten years of research and 14 IS-relevant journals conducted by the author of 
this thesis. Details on the deployed methodology and obtained results of the systematic 
review are available from Appendix 1 (Table 9.1, pp. 139-145). 

The notion of the privacy calculus as an empirical model traces back to a seminal work 
by Culnan and Armstrong (1999), who noted that individual privacy concerns with 
regard to information disclosure in organizations may be counterbalanced by actions 
that enhance individual trusting beliefs, such as a higher level of procedural fairness. 
Later, the idea of a privacy trade-off was primarily adopted by IS scholars, who used 
the privacy calculus perspective to explain information disclosure in several contexts, 
including e-commerce (e.g. Dinev and Hart 2006; Jai et al. 2013; Wakefield 2013), 
online advertisement (Awad and Krishnan 2006), Internet of Things services 
(Kowatsch and Maass 2012), medical websites (e.g. Anderson and Agarwal 2011; 
Bansal et al. 2010; Zimmer et al. 2010), or social networks (e.g. Krasnova et al. 2010; 
Lowry et al. 2011). In this regard, researchers have used different constructs to 
operationalize the risk or benefit side of the calculus, e.g. by referring to previous 
privacy invasions on the risk side (Awad and Krishnan 2006), or by exploring the role 
of different specific benefits, such as personalization (Awad and Krishnan 2006; 
Sheng et al. 2008; Xu et al. 2009), monetary rewards (Hann et al. 2007; Xu et al. 
2011), or enjoyment (Chen 2013b; Krasnova et al. 2010). In addition, scholars have 
made (1) different attempts to conceptualize a construct that could reflect the overall 
cognitive assessment of the privacy calculus, and (2) analyzed risk and benefit 
assessments as antecedents to different outcome variables. With regard to the former, 
scholars have commonly relied on utility maximization theory when measuring the 
cognitive outcome of risk-benefit considerations as utility value of disclosing private 
information (Xu et al. 2011), the self-reported likelihood of using online 
personalization (Li and Unger 2012), unfairness perceptions with regard to 
information disclosure (Jai et al. 2013), or the overall attitude towards the IS under 
investigation (Chen 2013a; Lowry et al. 2011; Taneja et al. 2014). With regard to the 
latter, outcome variables investigated in privacy calculus studies include, but are not 
restricted to, intentions to use a system (Dinev et al. 2006; Li 2014; Lowry et al. 2011), 
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continued use (Zhou and Li 2014), self-reported self-disclosure in social networks 
(Chen 2013a; Jiang et al. 2013; Krasnova et al. 2010), and purchase intentions (Xu et 
al. 2011). 

Referring to a seminal work by Dinev and Hart (2006), however, the privacy calculus 
has been most commonly conceptualized as a trade-off between an individual’s (1) 
privacy concerns (on the risk side) and an individual’s (2) trusting beliefs (on the 
benefit side) that directly an independently impact an individual’s disclosing 
intentions, assuming individuals may weigh their worries against the “confidence that 
personal information […] will be handled competently, reliably, and safely” (Dinev 
and Hart 2006, p. 64) when taking privacy decisions (e.g. Anderson and Agarwal 
2011; Awad and Krishnan 2006; Bansal et al. 2010; Dinev et al. 2006; Dinev and Hart 
2006; Wu et al. 2012; Zimmer et al. 2010). This model, referred to as the “basic 
Privacy Calculus Model” hereafter, is depicted in Figure 2.1. 

 

Figure 2.1.  The Basic Privacy Calculus Model. 

2.3 Extensions and Modifications of the Privacy Calculus Model 

While the aforementioned conceptualization of privacy decisions as a privacy calculus 
laid a fruitful ground for investigations, two small yet emerging literature streams have 
also pointed to potential shortcomings of the basic model, proposing extensions or 
modifications that could enhance the model’s explanatory power, especially with 
regard to the privacy paradox: 

• First, researchers have highlighted the contextual and situational nature of 
privacy, arguing that situation-specific considerations may be of higher 
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importance to individuals than general, Dispositional Attitudes or tendencies 

such as privacy concerns (Li et al. 2011; Malhotra et al. 2004; Wilson and 

Valacich 2012). As such, privacy concerns may be overridden by situational 

perceptions and considerations, leading to observed inconsistencies between 

privacy concerns and behavioral outcomes (i.e., the privacy paradox, cf. Section 

2.3.1).  

• Second, it has been argued that rational considerations concerning the privacy 

calculus may be bounded by psychological limitations and heuristic thinking. 

Specifically, individuals may be guided by gut feelings and intuitive thinking 

rather than rational deliberation. From this perspective, the privacy paradox 

may result from incomplete or erroneous processing of privacy risk and benefits 

in a privacy situation (cf. Section 2.3.2, Section 2.4). 

2.3.1 A Situational Privacy Calculus and Dispositional Attitudes 

Importantly, the privacy calculus perspective assumes that individuals carefully 

anticipate and weigh privacy-related risks and benefits of information disclosure every 

time they are confronted with a situation that requires the provision of private 

information (Culnan and Armstrong 1999; Dinev and Hart 2006; Malhotra et al. 2004). 

Consequently, one could expect risk and benefit assessments to significantly vary 

across situations and to entail different behaviors, respectively. Stated differently, 

situational factors may serve as important cues that signalize whether a data-requesting 

situation is more or less risky, or more or less beneficial (Li et al. 2011; Malhotra et al. 

2004). In line with this notion, studies have identified numerous factors that enhance 

or mitigate risk and benefit perceptions. For example, individuals may perceive 

increased risks in situations that require more sensitive information (Malhotra et al. 

2004; Mothersbaugh et al. 2012), but lowered risks in situations in which a privacy 

policy is present and designed thoroughly (Wu et al. 2012). Similarly, situations that 

signalize a non-profit (as opposed to a commercial) purpose of data provision or a non-

commercial stakeholder may increase a person’s willingness to provide personal 

information (Anderson and Agarwal 2011; Li and Unger 2012). This perspective also 

corresponds to the “contextual nature of privacy” that has been highlighted by Smith et 

al. (2011, p. 1002), calling for an increased effort in investigating privacy as a 

situation-specific phenomenon driven by contextual cues. 
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At the same time, however, scholars have often conceptualized privacy concerns on a 
global, unspecific rather than situational, context-specific level (Li et al. 2011). For 
example, Malhotra et al. (2004) referred to a personal disposition when developing a 
self-report instrument to measure “Internet Users’ Information Privacy Concerns”, 
arguing that the construct may reflect a person’s general tendency to worry about the 
“collection, control and awareness of privacy practices” (p. 338). Similarly, Dinev and 
Hart (2006) considered internet privacy concerns as the “concerns about opportunistic 
behavior related to the personal information submitted over the Internet” (p. 64), thus 
assuming privacy concerns may allude to a technology (namely, the Internet) as a 
whole, and Anderson and Agarwal (2011) investigated “an individual’s privacy 
concerns regarding the electronic storage of health information in general” (p. 475), 
showing that contextual factors such as the data-requesting stakeholder may moderate 
the relationship between these general beliefs and an individual’s willingness to 
disclose private information.  

Emanating from these presumptions, scholars have proposed a stricter distinction 
between general, or “dispositional” attitudes (such as General Privacy Concerns) and 
situation-specific constructs, arguing that situation-specific considerations may 
override general attitudes and tendencies (Keith et al. 2013; Li et al. 2010; Li et al. 
2011; Malhotra et al. 2004; Wilson and Valacich 2012). That is, an individual who 
generally doubts the proper use of personal data by ISs may be persuaded to overcome 
his or her skepticism in a concrete situation and may provide personal data in 
exchange for, e.g., savings of time and money, self-enhancements, or pleasure (Hui et 
al. 2006). As such, the privacy paradox may result as an artifact of neglected 
situation-specific factors, as a zero-correlation that primarily arises in situations in 
which individuals more thoroughly rely on situation-specific considerations than on 
such Dispositional Attitudes (Li et al. 2011; Malhotra et al. 2004; Wilson and Valacich 
2012). In line with this assumption, some studies found situational risk and benefit 
perceptions to partially (Li et al. 2011; Malhotra et al. 2004) or even fully (Van Slyke 
et al. 2006) mediate the relationship between privacy concerns and behavioral 
outcomes. Only recently, however, researchers have started to adopt this theoretical 
distinction in a more systematic manner, e.g. by considering privacy as a disposition 
(Li 2014), General Privacy Concerns (Li et al. 2014), or general privacy risk beliefs 
(Taneja et al. 2014) as predictors to a situation-specific risk-benefit trade-off (cf. 
Appendix 1, Table 9.1, pp. 139-145). As a result, to date, little is known on the exact 
interplay of Dispositional Attitudes and situational constructs. 
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2.3.2 Bounded Rationality  

While research on privacy-related decision-making has predominantly regarded 
information disclosure (including intentions) as an outcome of a rational, independent 
assessment of anticipated risks and benefits, a growing body of literature considers 
privacy valuation processes to be affected by psychological limitations, such as the 
attempt for immediate gratification (Acquisti 2004; Acquisti and Grossklags 2005), or 
the inability to process all information relevant to the cost-benefit ratio (Acquisti 2004; 
Acquisti 2009). In a study by John et al. (2011, study 4), for example, priming privacy 
concepts led to more conservative disclosing behaviors among individuals. Similarly, 
decisions were found to be guided by default framing (Johnson et al. 2002; 
Knijnenburg et al. 2013) or benefit immediacy (Grossklags and Acquisti 2007), and 
Spiekermann et al. (2012) reported users to be more willing to pay a premium for 
privacy protection if they were aware that information may be traded among firms.  

Typically, these studies have discussed notions of bounded rationality as an 
explanation to these findings (e.g. Acquisti 2009; Smith et al. 2011; Wilson and 
Valacich 2012): While rational decision-making implies comprehensive consideration 
and weighing of all possible choice alternatives as well as their potential consequences 
in future, individuals’ access to this information is often limited in reality (Simon 
1955; Simon 1979). As a consequence, decision-making processes are often guided by 
mental “rules of thumb”, or cognitive heuristics (Gigerenzer and Gaissmaier 2011). 
For example, individuals rely on the most salient and available information rather than 
actively seeking for completeness (Pachur et al. 2012), or discontinue considering 
further choice alternatives as soon as an option is valued “good enough” (Agosto 
2002; Simon 1955). Table 2.1 provides a brief overview of studies that explored 
bounded rationality and cognitive heuristics in the context of privacy decision-making. 

With regard to the privacy paradox, this perspective implies individuals to be 
incapable to always process privacy-related risks and benefits on a rational base. 
Rather, individuals’ perceptions or beliefs about risks and benefits might be biased if 
heuristic thinking is activated. Indeed, notions of bounded rationality have been 
previously discussed as a possible explanation to the privacy paradox (Goes 2013; 
Smith et al. 2011), and scholars have called for more research in this promising field 
(Acquisti 2009; Goes 2013). However, and especially in the field of IS research, 
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knowledge on the role of bounded rationality and cognitive heuristics in the context of 
information privacy is still scarce (Goes 2013). 

Table 2.1.  Examples of Studies that explored Principles of Bounded Rationality in 
the context of Privacy Decisions. 

Principle Source Main Result 

Anchoring 
After setting a cognitive anchor, 
individuals evaluate succeeding 
decisions in relation to this anchor 

Acquisti et al. 
(2012, study 2)  

 

Individuals more likely to 
disclose if information is 
“presented in decreasing order 
of intrusiveness” (p. 160) 

Default Framing 
Individuals are more likely to 
choose an option if the option is 
presented as a default 

Johnson et al. 
(2002) 

 

Individuals are more likely to 
accept being contacted by 
e-Mail if this option is set as a 
default 

Herding Effect 
When taking a decision, 
individuals rely on what other 
people have done in a similar 
context  

Acquisti et al. 
(2012, study 1) 

Individuals disclose more 
sensitive information if told 
that others have made similar 
decisions 

Priming 
Decision-Making may be guided 
by a concept that has been 
activated in an implicit way 
before 

John et al. 
(2011, study 4) 

Priming privacy concerns 
equalizes negative effect of 
unprofessional website design 
on the disclosure of sensitive 
information 

Reciprocity  
Due to implicit social rules in 
society, individuals feel obliged to 
“return a favor” 

Moon (2000) Individuals disclose more 
private information if 
computer reveals information 
about itself first 
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2.4 A Dual Process View on Human Thinking 

In Section 2.3.2, bounded rationality and cognitive heuristics have been discussed as 
an approach to privacy decision-making, arguing individuals’ ability to rationally 
process privacy-related risks and benefits in a given situation would be limited. Also, 
the need for more studies that account for bounded rationality and cognitive heuristics 
in the context of privacy decisions was highlighted. In this Section, it is aimed to 
deepen this perspective by reviewing research in cognitive psychology and consumer 
behavior (CB) that has extensively investigated how psychological limitations impact 
human judgment and decision-making. In particular, a dual process perspective of 
human thinking is focused, guided by the notion that some cognitive heuristics may 
originate from the dynamics and interactions of two parallel cognitive systems (e.g. 
Epstein et al. 1996; Evans 2010; Glöckner and Witteman 2010; Hogarth 2003; 
Kahneman 2003). After introducing the basic characteristics of this perspective, 
research on personality and contextual triggers of dual process thinking will be 
summarized. Then, the prospect of applying a dual process perspective to information 
privacy research will be discussed. 

2.4.1 Characteristics of Parallel Cognitive Processes 

Aiming to provide an integrative model of human thinking and decision-making, 
research in cognitive psychology and CB has widely adopted a dual process view on 
human thinking (e.g. Epstein et al. 1996; Evans 2010; Glöckner and Witteman 2010; 
Hogarth 2003; Kahneman 2003). That is, most researchers agree on the existence of 
(1) an intuitive, implicit system that is characterized by automatic, quick and affective 
processing and a (2) analytic, explicit system that embraces slow, effortful and 
deliberate cognitive processes (ibid.). As such, processes of reasoning and decision-
making may not only be driven by conscious and deliberate considerations on the 
value or expected outcome of a decision at hand, but also by gut feelings that signal 
the attractiveness or goodness of a decision on a more subtle, intuitive level. While 
scholars have used different terms to describe these systems (see Evans 2008 for an 
overview), in this thesis, a suggestion by Stanovich (1999) is followed who denoted 
these systems “System I” (for the intuitive system) and “System II” (for the deliberate 
system), respectively.  
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In cognitive psychology, System I processes have been defined as automatic and 
immediate, characterized by high processing speed (Glöckner and Witteman 2010). In 
contrast to conscious, deliberate processing, System I processes require only low 
cognitive effort while being capable to consider multiple sources of information 
simultaneously (Evans 2008). As such, they serve as a powerful mean to structure and 
quickly interpret the environment (Glöckner and Witteman 2010). Importantly, 
judgmental cues are typically processed by System I first, entailing an initial, rough 
assessment of the current situation. This early automatic appraisal, in turn, may be 
modified or overridden by System II processes (Evans 2008; Evans 2010; Evans and 
Stanovich 2013; Kahneman 2003; Kahneman and Frederick 2002). In many cases, 
however, System I suggestions are likely endorsed, especially if subtle evaluations are 
very strong or if System II processing is restricted, e.g. due to time pressure, cognitive 
load, or lack of motivation (ibid.). Table 2.1 summarizes characteristics of System I 
and System II processing. 

Table 2.2. Characteristics of System I and System II Thinking. 

System I System II 
Automatic Controlled 
Low effort High effort 
Rapid Slow 
Default process Inhibitory 
Holistic, perceptual Analytic, reflective 
Stereotypical Egalitarian 
Non verbal Linked to language 
Associative Rule-based 
Pragmatic Logical 
Parallel Sequential 
Evolutionarily old Evolutionarily recent 

 originating from Evans (2008), adapted and shortened 

Importantly, System I and System II processes have also been linked to bounded 
rationality and heuristic decision-making (Dhar and Gorlin 2013; Evans 2008; 
Kahneman and Frederick 2005). In this regard, scholars have argued that System I 
may quickly process judgmental cues and create rough default classifications (ibid.). 
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System II, in turn, may only intervene if System I responses are judged insufficient or 
inadequate for the situation at hand (ibid.). In line with this argumentation, Frederick 
(2002) described default framing as an automated heuristic, stating that salience and 
availability of an option may cause an intuitive feeling of conspicuousness that 
strongly activates System I. Similarly, Halberstadt and Catty (2008) demonstrated the 
interplay of System I and System II processing by showing that familiarity-based 
heuristic judgments may be altered by explicit analytic thoughts, and Lades (2014) 
found that impulsive buying, triggered by immediate “wanting”-associations in System 
I, may be inhibited by thoughtful System II strategies, such as reflecting about the 
long-term consequences. Investigating the neurophysiological correlates of a dual 
process perspective, a neuroimaging study by McClure et al. (2004) reported 
immediate benefits to activate brain regions that are commonly associated with 
affective processing, while time-deferred choices involved activities in regions that are 
typically linked to executive control and analytic reasoning. In sum, these studies 
suggest that the interplay of System I and System II processes play an essential role 
when individuals engage in heuristic judgment and decision-making. 

2.4.2 Triggers of System I / System II Thinking 

As outlined above, psychological and CB literature suggests that each individual 
possesses two parallel cognitive systems that steadily interact when taking a decision. 
Importantly, however, cues that are rooted in a person’s personality or the context in 
which a decision occurs may determine whether individuals rely on System I or 
System II when deciding. In particular, prior research has shown that (1) individuals 
own trait preferences for taking decisions based on one system or the other (Epstein et 
al. 1996), (2) the current emotional state of a person, provoked by a former situation or 
a stimulus at hand (Schwarz and Clore 1988; Slovic et al. 2007), and (3) the cognitive 
ease, or Processing Fluency, of memory retrieval and information processing (Alter et 
al. 2007) may trigger analytic or intuitive decisions. In the following, prior research 
related to these triggers is overviewed and summarized.  

2.4.2.1 Thinking Styles 

While complex real-world decisions often require individuals to use System I and 
System II in steady interaction (Dhar and Gorlin 2013), differences in Thinking Styles 
determine preferences in approaching these problems on a trait level (Epstein et al. 
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1996). That is, over different situations and at different points in time, individuals with 
a more intuitive Thinking Style prefer using System I when taking decisions, while 
individuals with a more analytic Thinking Style mostly rely on System II when 
deciding (Epstein et al. 1996). Importantly, intuitive and analytic Thinking Styles have 
been described as independent constructs (ibid.), implying some individuals may have 
both a high intuitive and analytic Thinking Style, while others have a low intuitive and 
analytic Thinking Style, respectively.  

In past research, an intuitive Thinking Style has often been operationalized as the 
tendency to have Faith Into Intuition, while the preference for System II is 
characterized by a high Need for Cognition (Epstein et al. 1996). Prior work has 
associated Faith Into Intuition with religious beliefs (Shenhav et al. 2012), creative 
professions (Sagiv et al. 2013), and more careful execution of habits (Sladek et al. 
2008), while Need for Cognition was found to correlate with security and conformity 
needs (Sagiv et al. 2013), analytic professions (Sagiv et al. 2013), and more innovative 
organizational behavior (Wu et al. 2014). Important to the given context, Faith Into 
Intuition was found to more thoroughly drive heuristic judgments, while Need for 
Cognition has been associated with deeper and more careful processing of information. 
In a study by Shiloh et al. (2002), for example, performance in judgmental tasks that 
required analytic reasoning was found to be higher for individuals high in analytic 
thinking, while Mao and Oppewal (2012) found intuitive thinkers to more thoroughly 
rely on the attraction effect, i.e. the preference for a dominant, yet bait choice, when 
choosing a product from a set of brands. While intuitive Thinking Style induces 
heuristic thinking, however, it is noteworthy that a high Faith Into Intuition does not 
necessarily lead to “worse” decisions. Rather, the fit between the decisive situation and 
the Thinking Style determines task performance. That is, individuals with a high Faith 
Into Intuition may perform worse if a task requires strong analytic thinking. With 
many daily tasks, however, different approaches entail equally valuable solutions, thus 
not disadvantaging individuals who prefer System I over System II (Novak and 
Hoffman 2009). 

2.4.2.2 Emotions 

Defined as “discrete and consistent responses to an internal or an external event which 
has a particular significance for the organism” (Fox 2008, p. 16), emotional states have 
been described as important triggers of System I thinking (Evans 2008; Finucane and 
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Holup 2006; Isen et al. 1988). That is, emotional reactions to environmental stimuli 
help to quickly and automatically structure a situation and prioritize multiple, 
potentially contradicting neural signals (Tooby and Cosmides 2008). For example, the 
visual neural signal of seeing a snake might imply flight, while olfactory neural signals 
that indicate savory fruits might imply food intake. If these signals occur 
simultaneously, an emotional reaction that is triggered by the snake (i.e., fear) supports 
the individual in taking the right, potentially life-saving decision of escaping (ibid.). 
However, analytic considerations may inhibit this initial heuristic reaction. For 
example, analyzing the appearance of the snake might lead to the conclusion that it is 
not poisonous, entailing reduced fear and a more rational decision to execute a 
different behavior (i.e., to eat the fruit despite the snake’s presence).  

As such, emotional states are tightly linked to quick and heuristic decision-making, 
and scholars have denoted emotions an “aid to bounded rationality” (Hanoch 2002, p. 
7) that was found to impact manifold fields of behavior, including motivation (Epstein 
1994) or decision-making (Damasio 1994). With regard to cognitive heuristics and 
System I activation, prior research has reported emotional reactions to influence 
subsequent behavior in at least two ways: First, scholars repeatedly emphasized the 
potential of Mood States in provoking behavior that aligns with the current mood, or 
mood-congruent behavior (Forgas 1995; Johnson and Tversky 1983; Kim and Kanfer 
2009; Yuen and Lee 2003). Second, the affect heuristic predicts that individuals’ risk 
and benefit perceptions with regard to a stimulus may depend on the emotional 
reactions this stimulus provokes (Finucane et al. 2000; Slovic et al. 2004; Slovic et al. 
2007). Similarities and differences between mood congruency effects and the affect 
heuristic will be discussed in the following paragraphs. 

Mood Congruency. In psychology, Mood States are defined as weak, yet enduring 
emotional states (George 1989). Due to their relatively long duration and in contrast to 
other forms of emotional reactions, Mood States are capable to guide human behavior 
and decision-making without being connected to a specific stimulus or situation 
directly. That is, positive moods (e.g. happiness) typically entail a more superficial 
cognitive elaboration of arguments, resulting in more positive judgments than negative 
moods (e.g. sadness, Schwarz and Clore 1983; Schwarz et al. 1987). Importantly, this 
“how do I feel about it” heuristic (Schwarz and Clore 1988) does not necessarily 
depend on conscious cognitive attribution, i.e. individuals don’t have to consciously 
connect their feelings to characteristics of the decision at hand (Schwarz 2011). 
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Rather, current moods may serve as global cues that shape information perception, 
processing and validation in multiple future situations (ibid.). Hirshleifer and 
Shumway (2003), for example, showed positive mood to mediate the relationship 
between sunny weather and increasing stock market investments, indicating financial 
decisions may be heavily impacted by an individual’s current mood, even if the source 
of one’s mood does not connect to the current decision (i.e., stock market 
investments), but originates from other sources (i.e., sunny weather). With regard to 
the judgment of risks and benefits, prior work has repeatedly reported mood-
congruency effects, showing that individuals in a positive mood tend to process 
information more superficially, resulting in higher reported risk-taking attitudes and 
riskier choices (Forgas 1995; Johnson and Tversky 1983; Kim and Kanfer 2009; Yuen 
and Lee 2003). Individuals in negative Mood States, in contrast, tend to judge more 
conservatively due to deeper and more elaborated information processing (ibid.). Also, 
studies have shown individuals to more likely engage in heuristic thinking when in a 
positive as opposed to a negative mood (e.g. Bless et al. 1996). As such, positive 
Mood States can be seen as triggers of System I thinking, while negative Mood States 
are more strongly associated with System II processing. Importantly, however, Mood 
States serve as global cues for subsequent behavior. 

Affect Heuristic. In contrast to Mood States, Affect is defined as a “faint whisper of 
emotion” (Slovic et al. 2004) that is tightly linked to a certain stimulus and may vanish 
rather quickly (ibid.). More precisely, Affect occurs as a first, automatic and inevitable 
assessment of a stimulus and may signalize its “good” or “bad” quality (Slovic et al. 
2007; Slovic et al. 2005): “We do not see just ‘a house’: We see a handsome house, an 
ugly house, or a pretentious house” (Zajonc, 1980, p. 154). Importantly, prior research 
in consumer behavior has shown that valuations of risk and benefits depend on Affect. 
Finucane et al. (2000), for example, showed Affect to mediate the spurious correlation 
between risk and benefit perception: High benefit perceptions increase positive 
feelings and lead to a lowered perception of risk, while high risk perceptions raise 
negative feelings, resulting in a lowered attribution of benefits. Stated differently, 
positive Affect may cause individuals to overestimate benefits and underestimate risks 
(Finucane and Holup 2006). Called the affect heuristic (Finucane et al. 2000; Slovic et 
al. 2004; Slovic et al. 2007), this effect highlights the potential of Affect in driving 
System I thinking. For example, Hsee and Rottenstreich (2004, study 3) asked 
consumers to donate money for the salvation of either one or four panda bears. The 
pandas were represented either as cute pictures or sober black dots. When confronted 
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with the affect-raising cute picture, consumers were willing to spend a similar amount 
of money, regardless of the count of pandas to save. In contrast, when representation 
of the pandas was more clinical, consumers’ decisions depended on rational 
considerations – they decided to donate more if more pandas could be saved. Thus, in 
contrast to an affect-neutral stimulus, a stimulus that evokes Affect may be perceived 
and evaluated differently due to System I activation. 

2.4.2.3 Processing Fluency 

Apart from stimuli that provoke an emotional reaction, prior research has discussed the 
potential of Processing Fluency in activating System I thinking and driving heuristic 
decision-making. As such, Processing Fluency can be defined as the ease with which a 
stimulus can be processed (Alter and Oppenheimer 2009b; Reber et al. 2004; Schwarz 
2004). That is, a stimulus that can be processed easily or fluently is likely to elicit a 
positive gut response that, in turn, may be transferred to the stimulus. Importantly, the 
degree of Processing Fluency may be driven by characteristics of a stimulus that are 
nonspecific to its content. For example, stimuli that are high in symmetry, familiarity, 
or figure-ground contrast (Schwarz 2004) are easy to recognize and process and thus 
cause highly fluent experiences. If people experience fluency, they are likely to 
interpret the fluency signal as their response to the stimulus. As such, stimuli that are 
associated with fluent processing may appear harmless, smooth, and error-free and 
may cause feelings of truth, trust, and confidence (Alter and Oppenheimer 2009b). 
Consequently, marketers have started to apply principles of Processing Fluency in 
order to increase a product’s visual appeal (Landwehr et al. 2013), a product’s user 
experience (Zhou et al. 2011), or consumers’ brand attitudes (Lee and Aaker 2004). 
However, recent research has also started to examine potential shortcomings of 
Processing Fluency. Song and Schwarz (2009), for example, found individuals to 
underestimate the risk of a rollercoaster if it was given an easy-to-pronounce (high 
fluency) rather than hard-to-pronounce (low fluency) name, and Alter and 
Oppenheimer (2009a) reported that individuals were more likely to reveal intimate 
opinions and socially undesirable flaws if experiencing high Processing Fluency. As a 
possible explanation to these findings, scholars have discussed the role of Processing 
Fluency in inducing System I thinking. In a study by Alter et al. (2007, study 1), for 
example, individuals were asked to complete a cognitive test which could only be 
solved through careful, deliberate reasoning. Simultaneously, Processing Fluency was 
induced by presenting the test questions in an easy-to-read (high fluency) or 
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hard-to-read (low fluency) font. Results showed that individuals answered less test 
items correctly if confronted with an easy-to-read-font, implying that high fluency may 
“undercut” careful and deliberate thinking and may lead individuals to erroneously 
rely on System I processing. Disfluent experiences, on the other hand, may likely 
trigger analytic and deliberate thinking and thus prevent individuals from listening to 
their hunches (Alter et al. 2007). 

2.4.3 A Dual Process View on Privacy Decisions 

In sum, these studies provide evidence that adopting a dual process approach to the 
field of information privacy may be both exhaustive and concise, and offer unique 
opportunities in studying the interaction of cognitive heuristics and deliberate choices 
in this context. That is, a dual process view may constitute a valuable approach to 
systematically disentangle the dynamic cognitive processes that underlie privacy 
decision-making, and to simultaneously analyze heuristic and analytic considerations 
of individuals who take privacy decisions. 

With regard to the privacy paradox, a dual process perspective on privacy decisions 
assumes individuals to be driven by gut feelings associated with System I thinking and 
may thus lead to behaviors that contradict privacy concerns (Nyshadham and van Loon 
2014). That is, the privacy calculus perspective assumes individuals to weigh privacy 
risks against privacy benefits in a conscious, rational and comprehensible way (cf. 
Section 2.2), which most likely requires individuals to exert analytic cognitive effort 
that is typically associated with System II. Activating System I in this context, 
therefore, may lead individuals to erroneously process risks and benefits, and entail a 
biased or incomplete privacy calculus execution. 

However, only few prior studies in the field of information privacy attempted to 
account for effects that arise from such gut feelings. With regard to emotions, for 
example, scholars have only recently started to measure pre-existing emotional states 
and to correlate them with privacy-related constructs like intention to disclose 
information (Anderson and Agarwal 2011), risk beliefs (Li et al. 2011), or trust 
(Pengnate and Antonenko 2013; Wakefield 2013). With regard to Processing Fluency 
and to the knowledge of the author, only one prior study in the psychological literature 
(Alter and Oppenheimer 2009a, study 4) discussed the potential of a highly fluent web 
site in encouraging self-disclosure, and no prior study has investigated the role of 
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Thinking Styles in this regard. As such, information privacy research, and the IS 
community in particular, has largely neglected the potential of System I processes in 
shaping privacy decisions and behaviors. Specifically, none of the aforementioned 
studies has used an experimental approach to actively induce gut feelings in order to 
investigate their consequences for privacy decision-making under controlled 
conditions. This research gap has also been noted by Nyshadham and colleagues 
(Nyshadham and Castano 2012; Nyshadham and van Loon 2014), who pointed to a 
need for studies that more thoroughly account for affective reactions and automatic 
behavior in this context. Similarly, Li et al. (2011) noted that discrepancies between 
stated privacy concerns and actual disclosing behaviors may be determined by 
“affective and cognitive factors and their relationships at a specific level over and 
above that of general privacy concern” (p. 9), and Wakefield (2013) pointed out that: 
“Experiments that manipulate the extent or depth of information disclosure as well as 
the level of ‘entertainment’ or positive affect would clarify the effort websites should 
take to design and implement positive user experiences” (p. 13). 
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3 Conceptual Model 

As outlined above, scholars have proposed different extensions and modifications of 
the basic privacy calculus model that could help to more thoroughly understand and 
explain (1) how perceptions, cognitions and emotions interplay when individuals take 
privacy decisions, and (2) how the privacy paradox emerges. In this regard, Section 
2.3.1 has discussed a more distinct view on privacy decisions that systematically 
separates Dispositional Attitudes from a situational privacy calculus, arguing the 
privacy paradox to result from the potential of situational considerations to override 
dispositional tendencies. In Section 2.3.2, bounded rationality and heuristic thinking 
have been proposed as an approach to the privacy paradox, potentially biasing risk and 
benefit considerations of individuals when taking privacy decisions in a concrete 
situation. Deepening this perspective, Section 2.4 summarized prior research on the 
interplay of two parallel cognitive systems, denoted as System I and System II, in 
causing heuristic thinking and decision-making. In particular, the role of gut feelings 
was discussed in this regard, arguing that individuals may conduct a biased or 
incomplete risk-benefit trade-off if driven by System I thinking. Also, a number of 
triggers to System I / System II thinking have been introduced, including (1) Faith Into 
Intuition and Need for Cognition as trait preferences for System I or System II 
thinking, respectively, (2) Mood States, (3) affect-raising stimuli, or (4) stimuli with 
low or high Processing Fluency. Simultaneously, two major research gaps were 
explicated in previous Sections by highlighting  

(1) the comparably low number of studies that distinguished Dispositional 
Attitudes and situation-specific privacy calculus variables (cf. Section 2.3.1), 
and  

(2) the scarce knowledge on cognitive heuristics, and especially System I thinking, 
in this regard (cf. Section 2.3.2 and Section 2.4.3).  

In this Chapter, a conceptual model is developed that strives to address the constraints 
and limitations of prior research in a systematic and comprehensive manner. 
Specifically, Section 3.1 introduces a re-conceptualized privacy calculus model that 
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integrates the literature streams discussed above, and discusses basic definitions and 

fundamental assumptions of this extended model. Then, in Section 3.2, a set of 

research hypotheses is deducted from the basic outlines of the conceptual model that 

aim to describe and explain the interplay of Dispositional Attitudes, situation-specific 

privacy considerations and triggers of System I thinking on a construct-specific, 

empirically testable level.  Section 3.3, finally, provides an overview over the four 

empirical studies conducted to test these hypotheses, and leads over to their detailed 

reports in Chapters 4-7. 

3.1 An Integrated and Extended Model of Privacy Decision-Making 

Figure 3.1 depicts the conceptual model underlying the empirical investigations in this 

thesis. Integrating the aforementioned aspects of (1) Dispositional Attitudes and a 

situational privacy calculus and (2) cognitive heuristics and System I/System II 

thinking, the privacy calculus is conceptualized as a situational trade-off of privacy 

related risk and benefit perceptions, bounded by (1) Dispositional Attitudes and  (2) 

System I thinking. That is, it is assumed that 

• an individual may conduct a situation-specific risk and benefit trade-off prior to 

forming an Intention to Disclose Private Information if the Situation-Specific 

Perceived Benefits outweigh the Situation-Specific Perceived Risks.  

• this trade-off may be impacted by Dispositional Attitudes, such as an 

individual’s General Privacy Concerns, while situation-specific considerations 

may potentially override these Dispositional Attitudes 

• individuals may not be capable to rationally and independently weigh risks and 

benefits in a given situation when impacted by gut feelings on the System I 

level, leading to a biased or incomplete situation-specific risk and benefit 

assessment. 
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Figure 3.1. An Extended Model of Privacy Decision-Making. 

3.2 Research Hypotheses 

Striving to concretize the fundamental research assumptions introduced in the previous 
Section, hypotheses on the interplay of (1) a situational privacy calculus, (2) 
Dispositional Attitudes, and (3) System I thinking in driving individual privacy 
decisions are developed in the following. For this purpose, relevant constructs (written 
in italic in Figure 3.1) as well as their hypothesized relationship to other constructs are 
explicated. 

3.2.1 A Situational Privacy Calculus  

At its core, the conceptual model relies on a situational approach to the basic privacy 
calculus model. In contrast to the common conceptualization of risks as privacy 
concerns and benefits as trust beliefs (cf. Section 2.2), the conceptual models assumes 
individuals to perform a situation-specific joint valuation of perceived risks and 
perceived benefits when requested to disclose private information (cf. Section 2.2). As 
such, a situational privacy calculus may be defined as a trade-off between Situation-
Specific Perceived Risks (RISK) and Situation-Specific Perceived Benefits (BEN). In 
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this regard, risks are defined as the “potential for loss associated with the release of 
personal information” (Smith et al. 2011, p. 1001) while benefits refer to the “derived 
value from the disclosure of personal information” (Wilson and Valacich 2012, p. 6), 
and it is hypothesized that a risk-benefit trade-off may antecede intention forming with 
regard to information disclosure, with benefit perceptions enhancing and risk 
perceptions mitigating disclosing intentions: 

H1a: Situation-Specific Perceived Risks will be negatively associated with the 
Intention to Disclose Private Information. 

H1b: Situation-Specific Perceived Benefits will be positively associated with the 
Intention to Disclose Private Information. 

In contrast to many prior studies, however, it is argued that (1) individuals may be 
incapable to weigh risks and benefits independently, and (2) a conjoint assessment of 
risks and benefits may cumulate in an overall state of privacy, or Perceived Privacy, 
prior to intention forming. Rationales for these assumptions are provided below. 

3.2.1.1 Situation-Specific Perceived Risks and Benefits 

While the vast majority of previous studies has regarded risk and benefit perceptions 
as independent constructs (e.g. Anderson and Agarwal 2011; Dinev and Hart 2006; 
Hann et al. 2007; Jiang et al. 2013; Krasnova et al. 2010; Li et al. 2011, cf. Appendix 
1, Table 9.1), it is proposed that situation-specific risk and benefit perceptions may be 
interdependent, i.e., they may correlate negatively. This view is informed by findings 
from CB literature, reporting that individuals tend to think of risks and benefits as 
correlated negatively, even though they often correlate positively in reality (Fischhoff 
et al. 1978; Siegrist et al. 2000). For instance, nuclear power may be both highly risky 
and highly beneficial in reality – individuals, however, tend to think of nuclear power 
as highly risky and thus, allocate only few benefits (ibid.). In line with this assumption, 
recent privacy calculus studies have also discussed a potential interdependency of risk 
and benefit perceptions, typically modeled as an impact of benefit on risk perceptions 
(Dinev et al. 2012; Knijnenburg et al. 2013). Against this background, it is expected 
that privacy risk and benefit perceptions constitute interdependent factors: 

H2:  Situation-Specific Perceived Benefits will be negatively associated with 
Situation-Specific Perceived Risks. 
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3.2.1.2 Perceived Privacy 

When discussing the theoretical underpinnings of the basic privacy calculus model in 
Section 2.2, it was noted that expectancy-value theory assumes a risk-benefit trade-off 
to (1) entail an overall assessment of potential losses and gains, that (2) different 
approaches have been used to measure it, and that (3) these approach have commonly 
relied on a utility maximization perspective, assuming that individuals may calculate 
an overall utility or disutility of information disclosure (see p. 15). In contrast to this 
comparably pragmatic approach, Dinev et al. (2012) proposed privacy-related 
cognitive considerations to cumulate in an overall state of privacy, or Perceived 
Privacy. That is, individuals may value their level of secrecy and protection at a 
specific point in time by developing an overall impression of their own privacy in this 
exact situation. This perspective moves beyond a mere utility valuation since it more 
thoroughly emphasizes the “privacy as a state” perspective (Dinev et al. 2012). Given 
the definition of the privacy calculus as a situation-specific risk-benefit trade-off, it 
becomes reasonable to assume that the cumulated assessment of situational risk and 
benefit perceptions results in such a situation-specific state of overall privacy. In line 
with Dinev et al. (2012), it is hence predicted that Perceived Privacy may be associated 
with situation-specific risk and benefit perceptions. Furthermore, it is hypothesized 
that Perceived Privacy may antecede the Intention to Disclose Private Information. 
Importantly, these hypotheses do not contradict, but more profoundly specify the 
relationships described in hypotheses H1a and H1b, given that situation-specific risk 
and benefit considerations may be relate to disclosing intentions directly if Perceived 
Privacy is omitted. 

H3a:  Situation-Specific Perceived Risks will be negatively associated with 
Perceived Privacy. 

H3b: Situation-Specific Perceived Benefits will be positively associated with 
Perceived Privacy. 

H3c: Perceived Privacy will be positively associated with the Intention to 
Disclose Private Information. 
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3.2.2 Dispositional Attitudes 

Accounting for a proposed distinction between Dispositional Attitudes and situation-
specific privacy considerations (cf. Section 2.3.1), the conceptual model further 
assumes that a situation-specific trade-off of privacy risks and benefits may be 
impacted by Dispositional Attitudes. In this regard, Dispositional Attitudes may be 
defined as an individual’s general privacy-related beliefs, expected to exert consistent 
influence across time and situations. Moreover, it is hypothesized that situation-
specific considerations may override the influence of Dispositional Attitudes with 
regard to privacy decisions (cf. Section 2.3.1, Section 3.1). Besides General Privacy 
Concerns (CONC), denoted as an “individual’s general tendency to worry about 
information privacy” (Li et al. 2011, p. 5), it is hypothesized that General Institutional 
Trust (TRUST) constitutes a second dispositional attitude that may shape situational 
privacy considerations in a similar vein as General Privacy Concerns. In this regard, 
General Institutional Trust refers to an individual’s general confidence that the data-
requesting stakeholder or medium will not misuse his or her data (Anderson and 
Agarwal 2011; Bansal et al. 2010; Dinev and Hart 2006). Rationales for these 
assumptions are provided below. 

3.2.2.1 General Privacy Concerns 

As outlined in Section 2.3.1, a small yet growing number of studies has argued that (1) 
privacy concerns have been mostly measured on a global level, while (2) 
situation-specific considerations may override general attitudes and tendencies, 
persuading individuals to disclose private information despite general worries (Keith et 
al. 2013; Li et al. 2010; Li et al. 2011; Malhotra et al. 2004; Wilson and Valacich 
2012). Accounting for this distinction, General Privacy Concerns are modeled as an 
antecedent to a situation-specific risk assessment. Because of the low and 
non-significant correlations of stated privacy concerns and measured intentions to 
disclose private information (Awad and Krishnan 2006; Norberg et al. 2007; 
Spiekermann et al. 2001a; Xu et al. 2011), it is furthermore hypothesized that 
situation-specific privacy calculus variables (i.e., Situation-Specific Perceived Risks, 
Situation-Specific Perceived Benefits, and Perceived Privacy), may be capable to fully 
mediate the negative association between General Privacy Concerns and the intention 
to disclose information. Stated differently, individuals may consider their General 
Privacy Concerns only when weighing situation-specific risk and benefits. Forming 
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the Intention to Disclose Private Information, however, individuals may fully rely on 
situational rather than dispositional factors: 

H4a: General Privacy Concerns will be positively associated with Situation-
Specific Perceived Risks. 

H4b: The effect of General Privacy Concerns on Intention to Disclose Private 
Information will be fully mediated by Situational Privacy Calculus 
Variables. 

3.2.2.2 General Institutional Trust 

Given the conceptual distinction between Dispositional Attitudes and situational 
considerations, however, one may further postulate that there are other dispositional 
factors that shape privacy assessments in a similar vein as General Privacy Concerns. 
In particular, the exact role of trust and trusting beliefs is still unclear since the 
relationship between trust and other constructs has not been modeled consistently in 
the literature (Smith et al. 2011). While in the basic calculus models, for example, trust 
and privacy concerns are modeled as independent factors that may exert separate 
influences on intentions to disclose information (Anderson and Agarwal 2011; Dinev 
and Hart 2006), some authors have conceptualized trust as an antecedent (Wakefield 
2013) or as an outcome of privacy concerns (Bansal et al. 2010). In particular, 
institutional trust has been found to be related to privacy concerns (Bansal et al. 2010), 
risk beliefs (Malhotra et al. 2004), and intentions to disclose information (Dinev and 
Hart 2006). Important to the given context, most studies have measured institutional 
trust in general terms, referring to the degree of general confidence in the internet 
(Dinev and Hart 2006) or the data-collecting website or service (Krasnova et al. 2012). 
For example, Anderson and Agarwal (2011) conceptualized trust in the data-collecting 
electronic medium as a pre-existing cognitive factor that may be affected by situational 
variables such as beliefs about the stakeholder who requests a piece of information. 
Similar to General Privacy Concerns, institutional trust may thus be considered a 
general tendency to have confidence in the data-collecting medium (or institution), 
subject to interference by situation-specific privacy calculus variables (i.e., Situation-
Specific Perceived Risks, Situation-Specific Perceived Benefits, and Perceived 
Privacy). This conceptualization may help to clarify the role of trust in information 
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privacy and may also deepen the understanding of the relationship between 
Dispositional Attitudes and situational factors.  

Because prior research suggests trust to constitute a protective factor that mitigates risk 
beliefs and privacy concerns (Bansal et al. 2010; Kim et al. 2008; Malhotra et al. 
2004), it is assumed that General Institutional Trust affects the benefit side of a 
situational privacy calculus. In accordance with the previous hypotheses, moreover, it 
is hypothesized that situation-specific privacy calculus variables (i.e., Situation-
Specific Perceived Risks, Situation-Specific Perceived Benefits, and Perceived 
Privacy), may be capable to fully mediate the negative association between General 
Privacy Concerns and the intention to disclose information. Hence, it is hypothesized: 

H5a: General Institutional Trust will be positively associated with Situation-
Specific Perceived Benefits. 

H5b: The effect of General Institutional Trust on Intentions to Disclose Private 
Information will be fully mediated by Situation-Specific Privacy Calculus 
Variables. 

3.2.3 Triggers of System I Thinking 

Accounting for (1) literature that emphasizes the role of bounded rationality in the 
context of privacy decision-making (cf. Section 2.3.2), and (2) findings that apply a 
dual process perspective to human thinking and decision-making (cf. Section 2.4.3), 
the conceptual model assumes that individuals may not be capable to rationally and 
independently weigh risks and benefits in a given situation due to gut feelings and 
System I thinking, which may entail a biased or incomplete situation-specific risk and 
benefit assessment, and/or a biased Intention to Disclose Private Information. In this 
regard, four distinct triggers of System I thinking were discussed in Section 2.4.2: 
Thinking Styles, Mood States, Affect, and Processing Fluency. In the following, 
research hypotheses considering the role of System I thinking in privacy 
decision-making are developed and exemplified. 

3.2.3.1 Thinking Styles 

As introduced in Section 2.4.2.1, differences in Thinking Styles determine preferences 
in approaching decision problems on a trait level (Epstein et al. 1996). In this regard, 
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individuals with a high Faith Into Intuition (FI) prefer to rely on System I thinking, 
while individuals with a high Need for Cognition (NC) prefer to rely on System II 
thinking (ibid.). Building on these foundations, it is argued that individual differences 
and preferences in System I/System II thinking may also shape privacy decisions.  

Given the rational and cognitive nature of the privacy calculus model, expecting 
individuals to carefully anticipate and cognitively ponder privacy risks and benefits 
prior to deciding (cf. Section 2.2), it is expected that individuals high in Need for 
Cognition may more carefully weigh the risks and benefits of a data-requesting 
situation due to their preference to rely on System II. A high Faith Into Intuition, in 
contrast, should result in cognitive processing that is more thoroughly driven by gut 
feelings and heuristic thinking rather than deliberation (cf. Section 2.4.2.1). That is, 
individuals with a high Faith Into Intuition may only superficially execute the privacy 
calculus, or even fully overleap rational considerations when taking privacy decisions. 
Stated differently, it can be expected that situation-specific privacy calculus variables 
may fully mediate the relationship between Need for Cognition and disclosing 
intentions, while, in contrast, a direct effect from Faith Into Intuition on intentions to 
disclose, but no relationship to situation-specific privacy calculus variables is 
hypothesized: 

H6a: Need for Cognition will be positively associated with Situation-Specific 
Perceived Risks. 

H6b: Need for Cognition will be negatively associated with Situation-Specific 
Perceived Benefits. 

H6c: The relationship between Need for Cognition and Intention to Disclose 
Private Information will be fully mediated by Situation-Specific Privacy 
Calculus Variables. 

H7: Faith Into Intuition will be associated with Intention to Disclose Private 
Information, but will not be associated with Situation-Specific Privacy 
Calculus Variables. 

3.2.3.2 Mood Congruency 

Research in psychology and behavioral economics suggests that an individual’s 
current mood is capable to guide human behavior and decision-making without being 
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connected to a certain situation directly (cf. Section 2.4.2.2). That is, positive moods 
(e.g. happiness) typically entail a more superficial cognitive elaboration of arguments, 
resulting in more positive judgments than negative moods (e.g. sadness, Schwarz and 
Clore 1983; Schwarz et al. 1987). Prior work has repeatedly reported 
mood-congruency effects with regard to the judgment of risk and benefits. That is, 
individuals in a positive mood tend to process information more superficially and more 
thoroughly rely on heuristic thinking (cf. Section 2.4.2.2), resulting in higher reported 
risk-taking attitudes and riskier choices. Individuals in negative Mood States, in 
contrast, tend to judge more conservatively due to deeper and more elaborated 
information processing (System II Thinking, Forgas 1995; Johnson and Tversky 1983; 
Kim and Kanfer 2009; Yuen and Lee 2003).  

Regarding the privacy calculus model as a situation-specific trade-off between 
perceived risks and perceived benefits, it is expected that mood-congruency effects 
may be transferable to privacy decision-making. That is, it is predicted that individuals 
value risks as high and benefits as low when in a positive mood (Forgas 1995; Johnson 
and Tversky 1983), even if the reason for their good mood is unlikely connected to the 
subject of valuation (Schwarz 2011). In line with this assumption, it is postulated that a 
positive mood, in contrast to a negative mood, will result in higher Situation-Specific 
Perceived Benefits and lower Situation-Specific Risk Perceptions when taking a 
privacy-related decision: 

H8a: In contrast to a negative Mood, a positive Mood will lead to lower Situation-
Specific Perceived Risks. 

H8b: In contrast to a negative Mood, as positive Mood will lead to higher 
Situation-Specific Perceived Benefits. 

3.2.3.3 Affect Heuristic 

As explicated in Section 2.4.2.2, Affect differs from Mood States with regard to its 
shorter duration and stimulus-dependency, but may influence risk and benefit 
perceptions in a similar manner. That is, positive Affect may cause individuals to 
overestimate benefits and underestimate risks (Finucane and Holup 2006). As prior 
research shows, however, Affect may not only shape, but also override deliberate risk 
and benefit considerations. In a study by Hsee and Rottenstreich (2004), study 3), for 
example, the willingness to donate for the salvation of panda bears was found to be 
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independent from analytic considerations when the pandas were presented in an affect-
raising manner (cf. p. 26). That is, individuals made rational and analytic decisions 
when Affect was neutral (i.e., they were willing to spend more if more pandas could be 
saved), but decided independently when Affect was positive (i.e., they were willing to 
spend a medium amount of money if pandas were presented in a cute, affect-raising 
way, regardless of the amount of pandas to save). This result is in line with a dual 
process perspective on human thinking, expecting System II considerations to likely 
endorse System I suggestions if these are strong enough (cf. Section 2.4.1). Striving to 
demonstrate this interplay in the domain of privacy decisions, it is hypothesized that 
situational risk and benefit perceptions may follow (1) analytic considerations, e.g. 
with regard to more or less sensitive information, if Affect is neutral, but (2) may be 
independent from analytic considerations if an IS elicits positive Affect.  

More precisely, one may predict that Perceived Information Sensitivity (SENS) may 
impact situation-specific privacy calculus variables in a primarily analytic, rational 
manner with more sensitive information (1) increasing risk and (2) lowering benefit 
perceptions. That is, sensitive information deserves more protection, and potential for 
loss increases as information becomes more delicate (Smith et al. 2011, p. 1003). 
Consequently, Perceived Information Sensitivity has been repeatedly identified as a 
crucial aspect of information disclosure, shaping beliefs of risk, trust and benefits (Li 
et al. 2011; Malhotra et al. 2004; Mothersbaugh et al. 2012). In line with this 
argumentation, higher Perceived Information Sensitivity is hypothesized to increase 
Situation-Specific Perceived Risks and decrease Situation-Specific Perceived Benefits: 

H9a:  In contrast to low Perceived Information Sensitivity, high Perceived 
Information Sensitivity will lead to higher Situation-Specific Perceived 
Risks. 

H9b: In contrast to low Perceived Information Sensitivity, high Perceived 
Information Sensitivity will lead to lower Situation-Specific Perceived 
Benefits. 
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At the same time, however, it is postulated that individuals may not rely on analytic 
considerations when an IS elicits positive Affect. That is, Situation-Specific Perceived 
Risks and Situation-Specific Perceived Benefits may be independent from Perceived 
Information Sensitivity when relying on affect-induced System I thinking (Hsee and 
Rottenstreich 2004, study 3): 

H10a:  The positive impact of a higher Perceived Information Sensitivity on 
Situation-Specific Perceived Risks will be stronger if consumers feel 
neutral Affect compared to positive Affect. 

H10b:  The negative impact of a higher Perceived Information on Situation-
Specific Perceived Benefits will be stronger if consumers feel neutral 
Affect compared to positive Affect. 

3.2.3.4 Fluency Heuristic 

As outlined above, stimuli that are easy to process (i.e., have a high Processing 
Fluency) are likely to cause positive gut feelings associated with System I thinking 
(Alter et al. 2007), while disfluent stimuli are more thoroughly associated with System 
II responses (ibid.). That is, stimuli that seem highly familiar, are designed with high 
figure-ground contrast, or are easy to read, may cause gut feelings of trust, truth, or 
liking (see Alter and Oppenheimer 2009b for a review). In particular, a study by Song 
and Schwarz (2009) showed individuals to underestimate the risk of a rollercoaster if it 
was given a highly fluent name, and Alter and Oppenheimer (2009a) reported 
individuals to more readily reveal intimate opinions or socially undesirable flaws if 
experiencing high Processing Fluency. As such, one may hypothesize Processing 
Fluency (FLU) to impact privacy-related beliefs and perceptions in a similar manner. 
That is, individuals may be more likely to follow System I responses if a stimulus 
provokes high feelings of fluency, thus underestimating risks and overestimating 
benefits in a Situational Privacy Calculus: 

H11a:  In contrast to low Processing Fluency, high Processing Fluency will lead 
to lower Situation-Specific Perceived Risks. 

H11b: In contrast to low Processing Fluency, high Processing Fluency will lead 
to higher Situation-Specific Perceived Benefits.  
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Given the interplay of System I and System II thinking, however, one may also 
postulate that individuals may only follow these gut feelings if not altered by a strong 
System II response. For example, enhancing the salience of privacy concepts in 
individuals has been shown to render individuals more likely to buy from a privacy-
protecting online store (Tsai et al. 2011), or to mitigate overdisclosure resulting from 
unprofessional website design (John et al. 2011, study 4). That is, individuals seem to 
be more likely to carefully ponder privacy concepts and take more conservative 
privacy decisions if they actively think and reflect about privacy concepts in a given 
situation. As such, it can be hypothesized that enhancing Privacy Salience (SAL) in an 
individual’s mind may activate System II thinking, thus potentially undermining the 
effects of positive gut feelings as induced by Processing Fluency. Stated differently, 
the negative effects of Processing Fluency on Situation-Specific Perceived Risks and 
the positive effects of Processing Fluency on Situation-Specific Perceived Benefits 
may be mitigated if the concept of privacy is made salient in a given situation. Hence, 
it is hypothesized: 

H12a:  The negative impact of a higher Processing Fluency on Situation-
Specific Perceived Risks will be stronger when Privacy Salience is low 
as when Privacy Salience is high. 

H12b: The positive impact of a higher Processing Fluency on Situation-Specific 
Perceived Benefits will be stronger when Privacy Salience is low as 
when Privacy Salience is high. 

3.3 Overview of Empirical Studies 

Table 3 provides an overview of the research hypotheses developed in Section 3.2. As 
illustrated, the notion of a situation-specific privacy calculus with interrelated risk and 
benefit perceptions is accounted for in all four studies. While Study 1 and Study 2 
analyze the impact of Situation-Specific Perceived Risks and Situation-Specific 
Perceived Benefits directly, these relationships are refined in Study 3 and Study 4 by 
integrating Perceived Privacy as a construct that represents the conjoint assessment of 
risk and benefit considerations prior to intention forming. The influence of 
Dispositional Attitudes, jointly analyzed for General Privacy Concerns and General 
Institutional Trust, is analyzed in Studies 2 and 3 in detail. Regarding the triggers to 
System I thinking, finally, every study aims to investigate a different trigger, 
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attempting to demonstrate the influence of dual process thinking on privacy decisions 
in multiple cases. In particular, Study 1 analyzes the role of Thinking Styles as a 
precondition to a situation-specific privacy calculus, thus attempting to show how trait 
preferences for System I or System II thinking impact cognitive processes connected 
to privacy decisions. Study 2 and 3, in contrast, focus on the role of situational 
emotional triggers in inducing System I thinking when taking privacy decisions. In 
particular, Study 2 aims to show how Mood States, unrelated to the actual decision 
situation, may impact situation-specific risk and benefit perceptions. Study 3, in 
contrast, focuses on the role of Affect and its potential to suppress System II responses 
by moderating rational baseline effects of Information Sensitivity. Finally, Study 4 
aims to investigate the interplay of Processing Fluency and Privacy Salience in a 
Situational Privacy Calculus, aiming to show how System II responses may suppress 
System I suggestions. In the following Chapters (4-7), the methodological approaches 
to test these hypotheses as well as the obtained results are presented. 
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Table 3.1. Overview of Research Hypotheses. 

        S1 S2 S3 S4 

Situational Privacy Calculus  

H1a  RISK à INT • •   

H1b  BEN à INT • •   

H2  BEN à RISK • • • • 

H3a  RISK à PRIV   • • 

H3b  BEN à PRIV   • • 

H3c  PRIV à INT   • • 

Dispositional Attitudes  

H4a  CONC à RISK  • •  

H4b  CONC à INT (med. SIT)  • •  

H5a  TRUST à BEN  • •  

H5b  TRUST à INT (med. SIT)  • •  

Triggers of System I thinking  

H6a  NC à RISK •    

H6b  NC à BEN •    

H6c  NC à INT (med. SIT) •    

H7  FI à INT •    

H8a  MOOD à RISK  •   

H8b  MOOD à BEN  •   

H9a  SENS à RISK   •  

H9b  SENS à BEN   •  

H10a  AFFxSENS à RISK   •  

H10b  AFFxSENS à BEN   •  

H11a  FLU à RISK    • 

H11b  FLU à BEN    • 

H12a  FLUxSAL à RISK    • 

H12b  FLUxSAL à BEN    • 

Sx = Study x; BEN = Situation-Specific Perceived Benefits; RISK = Situation-

Specific Perceived Risks; INT = Intention to Disclose Private Information; PRIV = 

Perceived Privacy; CONC = General Privacy Concerns; TRUST = General 

Institutional Trust; INT (med. SIT) = Intention to Disclose Private Information 

mediated by situational privacy calculus variables; NC = Need for Cognition; FI = 

Faith Into Intuition, MOOD = Mood State; SENS = Information Sensitivity; 

AFFxSENS = interaction effect Affect and  Information Sensitivity; FLU = 

Processing Fluency; FLUxSAL = interaction effect Processing Fluency and Privacy 

Salience; • = Hypothesis will be addressed in this study. 
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4 Study 1: Thinking Styles  

The goal of Study 1 is to investigate the role of trait preferences for System I/System II 
thinking in shaping privacy decisions. That is, the study primarily focuses on testing 
H6 and H7, predicting that individuals with high Need for Cognition may more 
thoroughly execute a situational privacy calculus, while individual high in Faith in 
Intuition may overleap analytic risk and benefit considerations. In addition, H1 and H2 
are integrated and tested, representing the basic relationships of constructs in a 
situational privacy calculus. The research model of Study 1 is depicted in Figure 4.1.  

 

Figure 4.1. Research Model of Study 1. 

4.1 Methodology 

Study 1 was planned and conducted as a survey using self-report instruments to assess 
the research constructs. That is, individuals were requested to rate their perceptions 
and disclosing intentions with regard to a specific privacy scenario, while Thinking 
Styles were assessed. A detailed description of the deployed scenario, used measures, 
and study procedure is provided in this Section. 
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4.1.1 Participants and Procedure 

The study was conducted as an online survey recruited via Amazon Mechanical Turk 
(MTurk). MTurk is a crowdsourcing platform where a number of workers can be 
assigned to complete a task (e.g. participate in a study) for monetary compensation. In 
the past years, the use of MTurk and similar platforms has become increasingly 
popular among social scientists from various fields (Buhrmester et al. 2011; Mason 
and Suri 2012; Paolacci et al. 2010; Steelman et al. 2014), given the fact that (1) 
crowdsourcing samples tend to be as representative as student or consumer samples 
(Steelman et al. 2014), while (2) data quality (i.e., reliability and validity) equals other 
recruiting methods (ibid.).  

Potential participants in Study 1 were invited to give their opinions on an upcoming 
smartphone application designed to measure individual driving styles and provide 
customized feedback on safe driving. In order to avoid methodological issues that 
could potentially arise from questionnaire translation (Straub et al. 2004), participation 
was restricted to U.S. citizens. The survey consisted of three parts: 

1. Participants were requested to fill out a short questionnaire that assessed their 
individual Thinking Style (i.e., Need for Cognition and Faith Into Intuition were 
measured). Personality traits were assessed at the beginning in order to 
emphasize their temporal pre-existence with regard to a privacy decision 
situation, and to prevent biased responses due to priming effects (DeCoster and 
Claypool 2004). 

2. Then, the smartphone application was introduced by a screenshot and a short 
description of its purpose. That is, rather than using the smartphone application 
itself, participants saw a screenshot and read a short introduction about its look 
and feel. This approach was chosen because (1) the use of scenarios or vignettes 
to asses individual perceptions, opinions and behaviors is a common approach 
in social sciences associated with high internal validity (Aguinis and Bradley 
2014; Gray and Hovav 2008), while (2) external validity is stressed as the 
procedure resembles the decision-making process in an app store, where 
individuals have to similarly rely on visual and verbal app descriptions before 
downloading a particular application (Gage et al. 2013).  

3. In a second short questionnaire, participants were then asked to rate risks and 
benefits connected to data provision of this particular application, and provide 
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information on their disclosing intentions. Also, relevant control variables, such 
as age and gender, were assessed. 

4.1.2 Stimulus Material 

The description of the smartphone application consisted of a screenshot and a verbal 
introduction to the application’s purpose. In particular, participants were informed that 
the application was designed in cooperation with an insurance company and told that 
the application collected certain information in order to work properly, including year 
of car construction, the car type, and the distance travelled. The insurance situation 
was chosen in order to rely on a context known to be particularly sensitive to most 
consumers (Rohm and Milne 2004). Figure 4.2 depicts the deployed scenario. 

 

Figure 4.2. Stimulus Material used in Study 1. 

4.1.3 Measures 

To ensure construct validity, scales from previous studies were used. In order to assess 
Need for Cognition and Faith Into Intuition, four items per construct from the original 
Rational-Experiential Inventory (Epstein et al. 1996) were used, measuring Thinking 
Styles on a seven-point Likert scale ranging from does not apply at all (1) to fully 
applies (7). Situation-Specific Perceived Risks as well as Situation-Specific Perceived 
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Benefits were measured by four items each, adopted from Dinev et al. (2012). For 
these constructs, a seven-point Likert scale ranging from totally disagree (1) to totally 
agree (7) was applied. Intention to Disclose Private Information was assessed by three 
items adopted from Anderson and Agarwal (Anderson and Agarwal 2011) and 
measured on a seven-point semantic differential. Scales and items are reported in 
Appendix 2 (Table 9.2, p. 146). 

4.2 Results 

In total, 177 individuals participated in the study. In a first step, participants who (1) 
showed response patterns (e.g. zero variance in scales with reverse-coded items) or (2) 
unreasonable completion times (i.e. < 5 minutes) were filtered out, resulting in an 
overall sample size of 131 individuals. Mean age was 31.47 years (SD = 10.48), with 
58% male and 42% female subjects. The vast majority of participants stated to own a 
smartphone (93%), and all were residing in the U.S. at the time of the study. MPlus 
6.12 (Muthén and Muthén 2011), a covariance-based tool for structural equation 
modeling (SEM), was used for data analysis. For rationales on the chosen 
methodological approach see Section 1.3. As an estimation procedure, the adjusted 
maximum likelihood estimator (MLMV) was chosen due to its capability to adjust 
results for non-normality in the data (Chou et al. 1991; Satorra and Bentler 1994). All 
steps in data analysis and reporting followed the two-step methodology suggested by 
Segars and Grover (1993), indicating that SEM analysis starts with (1) fitting the 
measurement model before (2) testing the full structural equation model. 

4.2.1 Measurement Model 

Data analysis started by conducting confirmatory factor analysis (CFA) in order to 
investigate the psychometric properties of the underlying model. Apart from the Root 
Mean Square Error of Approximation (RMSEA), the Comparative Fit Index (CFI) and 
the Tucker-Lewis Index (TLI), χ2/df was used as an indicator of overall model fit as 
the χ2-test is known to become more conservative when sample sizes increase. 
According to Carmines and McIver (1981), a value of χ2/df of less than 3.0 indicates 
acceptable model fit. The overall model fit of the measurement model was good, 
indicating the empirical data to largely reflect theoretical assumptions on factor 
structure (χ2 = 161.15, p = .13, df = 142, Χ2/df = 1.13, RMSEA = .032, CFI = .98, 



Study 1: Thinking Styles 

 
49 

 

TLI = .97). Thus, data analysis proceeded by inspecting reliability, convergent validity 
and discriminant validity as well as common method variance of the measurement 
model.  

Table 4.1. Confirmatory Factor Analysis Statistics in Study 1. 

 NC FI RISK BEN INT t-value R2 CR AVE 

α = .85 α = .90 α = .93 α = .87 α = .98 
NC1 .82     13.68 .66 .85 .59 
NC2 .79     17.55 .62 
NC3 .74     11.93 .55 
NC4 .72     12.78 .52 
FI1  .91    36.49 .83 .90 .69 
FI2  .83    30.84 .69 
FI3  .83    24.73 .69 
FI4  .75    16.53 .56 
RISK1   .94   71.14 .88 .93 .78 
RISK2   .88   38.42 .78 
RISK3   .87   40.01 .76 
RISK4   .83   29.55 .70 
BEN1    .87  26.42 .76 .87 .63 
BEN2    .80  18.39 .65 
BEN3    .76  13.31 .57 
BEN4    .73  13.02 .53   
INT1     .98 159.42 .95 .98 .95 
INT2     .98 142.90 .96 
INT3     .96 106.25 .93   

NC = Need for Cognition; FI = Faith Into Intuition; RISK = Situation-Specific 
Perceived Risks; BEN = Situation-Specific Perceived Benefits; INT = Intention to 
Disclose Private Information; CR = Composite Reliability; AVE = Average 
Variance Extracted; α: Cronbach’s Alpha. 

Reliability was assessed by analyzing Cronbach’s Alpha and the Composite Reliability 
of the deployed scales. As shown in Table 4.1, all scales exceeded the recommended 
threshold values of .70 for internal consistency, indicating good reliability (Gefen et al. 
2000). Convergent validity was examined by (1) analyzing the factor loadings and 
t-values of every single indicator used in the CFA and (2) calculating the average 
variance extracted (AVE) for every deployed scale. As illustrated in Table 4.1, (1) 
factor loadings above .70 and highly significant t-values were yielded for every 
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indicator, and (2) AVEs exceeded the recommended threshold values of .50 for every 
deployed scale. Since these results indicated high convergent validity of the 
measurement model, discriminant validity was tested in the next step. For this purpose, 
AVEs were compared to bivariate correlations, assessing whether the square roots of 
AVEs exceeded correlations between the correspondent construct and other constructs 
in the model (Fornell and Larcker 1981). As illustrated in Table 4.2, this was the case 
for every single construct, implying latent constructs to sufficiently differ from each 
other. Also, the impact of common method variance was tested by applying Harman’s 
Single-Factor Test (Podsakoff et al. 2003). As suggested by prior literature (Malhotra 
et al. 2006), Harman’s test can be conducted in a CFA framework by modeling all 
manifest indicators to load on a single latent factor, expecting the model to fit the data 
in case common method variance administrates significant influence. Since, in Study 
1, the estimation algorithm did not achieve convergence after 1000 iterations, implying 
a single factor model to not accurately represent the underlying data structure, it was 
concluded that common method variance did not significantly impact the results. In 
sum, CFA of the measurement model revealed satisfactory psychometric properties 
with regard to reliability, convergent and discriminant validity as well as common 
method variance. Thus, the structural model was analyzed next. 
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Table 4.2. Descriptive Statistics, Bivariate Correlations and Average Variance 
Extracted (AVE) of Latent Constructs in Study 1. 

 M SD  -NC** -FI** RISK BEN INT 
NC 4.92 1.33  -.59**     
FI 5.00 1.19  -.09** -.69**    
RISK 4.36 1.49  -.24** -.05** -.78**   
BEN 4.35 1.25  -.03** -.18** -.47** -.63**  
INT 4.00 1.77  -.13** -.05** -.73** -.54** -.95** 

Note: The diagonal terms indicate the average variance extracted (AVE), 
non-diagonal terms indicate correlations. * p < .05; ** p < .01. NC: Need for 
Cognition; FI: Faith Into Intuition; RISK: Situation-Specific Perceived Risks; BEN: 
Situation-Specific Perceived Benefits; INT: Intention to Disclose Private 
Information; M: Mean; SD: Standard Deviation. 

4.2.2 Structural Equation Model 

The full structural model, depicted in Figure 4.3, showed good overall model fit 
(Χ2 = 164.36, p = .13, df = 143, Χ2/df = 1.14, RMSEA = .032, CFI = .98, TLI = .97), 
indicating theoretical assumptions on construct relationships to be largely supported by 
empirical data. Furthermore, a high proportion of explained variance in the main 
outcome variable (R2 = .61) implied main predictors of Intention to Disclose Private 
Information could be covered by the model. 

4.2.2.1 Situational Privacy Calculus 

With regard to H1a and H1b, a situational privacy calculus was hypothesized to drive 
disclosing intentions, with Situation-Specific Perceived Risks and Situation-Specific 
Perceived Benefits as interdependent factors (H2). High and significant path 
coefficients yielded by the structural model seemed to support these hypotheses. 
Specifically, the relationship between RISK and INT yielded highly negative and 
significant, while the relationship between BEN and INT was positive and highly 
significant. The relationship of RISK and BEN, finally, was negative (γ = -.46, 
p < .01), indicating individuals to not independently weigh risk and benefits when 
taking privacy-related decisions. 
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Figure 4.3. Results of Structural Equation Model Analysis in Study 1. 

4.2.2.2 Thinking Styles 

With regard to triggers of System I thinking, Study 1 attempted to analyze the role of 
Thinking Styles (H6 and H7). In this regard, the results revealed evidence that Need 
for Cognition was related to RISK (H6a), but not to BEN (H6b). In order to test 
mediation effects as hypothesized in H6c, mediation tests using the delta method, a 
more generalized approach than the Sobel test (MacKinnon et al. 2002), were 
conducted. Results revealed a slightly significant indirect effect (  = -.23, p = .05), and 
an insignificant direct effect (  = .02, p = .77), resulting in a marginally significant 
total effect (  = -.20, p < .10). Thus, the results pointed to a full mediation of the 
relationship between Need for Cognition and Intention to Disclose Private Information 
by Situation-Specific Privacy Calculus Variables, supporting H6c. 

In H7, it was predicted that Faith Into Intuition may directly impact the Intention to 
Disclose Private Information, but may be unrelated to Situation-Specific Privacy 
Calculus Variables. In order to test this assumption, two approaches were employed: 
First, the respective path coefficient as output by the original structural model was 
analyzed. As depicted in Figure 4.3, the direct path from Faith Into Intuition to 
Intention to Disclose Private Information was negative and significant, as 
hypothesized (  = -.12, p < .05). Second, an alternative model that linked Faith Into 
Intuition to RISK and BEN was tested, and analyzed with regard to the direct as well 
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as indirect relationships between the Situation-Specific Privacy Calculus Variables, 
Faith Into Intuition, and Intention to Disclose Private Information. Although the 
overall fit of this alternative model did not substantially differ from the original model 
(Χ2 = 161.97, p = .13, df = 143, Χ2/df = 1.13, RMSEA = .032, CFI = .98, TLI = .97), 
direct effects between Faith Into Intuition and RISK (γ = .05, p = .53) as well as Faith 
Into Intuition and BEN (γ = .18, p = .08) yielded insignificant effects, and mediation 
analysis revealed only significant direct (δ = -.18, p < .05), but insignificant indirect 
(δ = .10, p = .38) or total effects (δ = -.08, p = .54). Consequently, it can be concluded 
that H7 was largely supported by the empirical data. 

4.3 Summary and Conclusion 

Study 1 aimed to investigate the role of System I/System II preferences in privacy 
decision-making from a trait perspective. An online survey yielded general support for 
the hypotheses that (1) individuals high in Need for Cognition (i.e., trait preference for 
System II thinking) thoroughly execute a Situational Privacy Calculus, while (2) 
individuals high in Faith Into Intuition (i.e., trait preference for System I thinking) may 
overleap analytic risk-benefit considerations and rather decide based on their hunches 
when requested to disclose private information. In particular, structural equation 
modeling yielded strong positive relationships between an individual’s Need for 
Cognition and Situation-Specific Perceived Risks, and mediation analysis suggested 
that situational privacy calculus variables may fully mediate variance proportions of 
Need for Cognition with regard to intention forming. As such, the study provided first 
evidence for the suitability of a dual process approach to privacy decision-making and 
the validity of the conceptual model introduced in Section 3.1. Theoretical and 
practical implications as well as limitations of this study will be detailed in Chapter 8. 
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5 Study 2: Mood Congruency 

While Study 1 showed that individuals may overleap situation-specific privacy 
considerations if driven by System I thinking on a trait level, Studies 2 and 3 focus on 
situational triggers of System I thinking. In particular, Study 2 aims to analyze the role 
of a person’s current mood in driving Situation-Specific Risk and Benefit Perceptions. 
Also, Study 2 strives to integrate and test the role of Dispositional Attitudes. That is, 
while relying on the notions of a situational privacy calculus as a core process, it is 
hypothesized that (1) the relationship between Intention to Disclose Private 
Information and Dispositional Attitudes may be fully mediated by situational privacy 
considerations (Hypotheses H4 and H5), while (2) a positive Mood State is predicted 
to lead to risk underestimation and benefit overestimation (Hypotheses H8a and H8b). 
The research model of Study 2 is depicted in Figure 5.1. 

 

Figure 5.1. Research Model of Study 2. 
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5.1 Methodology 

Study 2 was conducted as a 2x1 cross-Sectional online experiment where mood was 
manipulated while privacy-related constructs such as General Privacy Concerns, 
General Institutional Trust, Situation-Specific Perceived Risks, Situation-Specific 
Perceived Benefits, and Intentions to Disclose Private Information were assessed using 
self-report instruments. Similar to Study 1, a scenario introducing a smartphone 
application intended to improve driving skills was used as the research context. A 
detailed description of the deployed scenario, used measures, and study procedure is 
provided in the following. 

5.1.1 Participants and Procedure 

Participants were recruited via university-related communication channels, such as 
mailing lists and Facebook groups. No incentive was disbursed for participation. After 
clicking on the link to the study, participants were randomly assigned to one of two 
experimental conditions, and watched a short video clip with an either funny or sad 
content (cf. Section 5.1.2). Then, the basic idea of the driving behavior application was 
introduced. Participants read a short text on the smartphone application. Unlike Study 
1, the description was purely verbal and not accompanied by a screenshot in order to 
prevent any interference with the contents of the movie clip. Finally, participants were 
asked to fill out a questionnaire containing privacy-related scales and constructs as 
well as questions on both private (e.g. age, gender) and driving-related (e.g. driving 
experience) demographics. They also answered questions on the familiarity with the 
watched movie scene and smartphone possession. In order to decouple questions on 
General Privacy Concerns and General Institutional Trust from the given situation, 
items were presented on a separate questionnaire page and introduced using an 
adequate instruction (“Now we would like to receive your opinion on data disclosure 
in general”). 

5.1.2 Stimulus Material 

For the negative movie condition, an extract from 1979’s film “The Champ” was used 
in which a little boy cries after his father had died in a boxing match. In contrast, a 
scene from the movie “When Harry met Sally” (1989) served as manipulation in the 
positive mood condition, featuring a fake orgasm of the female protagonist in a 
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restaurant. Both movie clips had been extensively tested for validity with respect to 
their ability to induce positive and negative moods (Gross and Levenson 1995; Hewig 
et al. 2005), and were cut to a similar length of about three minutes for the experiment. 
An example frame of the movie clips is depicted in Figure 5.2. Importantly, the mood-
inducing experimental material was chosen to be unrelated to the decision at hand. 
That is, the content of the deployed movie clips did not relate to topics of privacy, 
driving behavior, or technology (i.e., smartphone applications, computers etc.). 

The description of the smartphone application was similar to the one deployed in 
Study 1, however, provided more details. Specifically, individuals were informed that 
the application provided tips for safer or greener driving based on individual driving 
behavior, and that the app had to collect several types of data in order to work 
properly, including GPS coordinates and position, velocity and speeding, travel date, 
time and distance as well as acceleration behavior and demographic data (e.g. age, 
gender, driving experience). Furthermore, the text emphasized that all of the collected 
data would be shared with insurance companies, universities and public institutions to 
improve traffic safety and establish programs on ecological driving. 

(a) Negative mood state (b) Positive Mood State 

  

Figure 5.2. Screenshots of Movie Clips used for Mood State Manipulation. 

5.1.3 Measures 

Wherever possible, measures were adapted from previous studies. For manipulation 
checks, the sadness and joviality subscales of the expanded form of the Positive and 
Negative Affect Schedule (PANAS-X, Röcke and Grühn 2003; Watson et al. 1988) 
was used. Items were measured on a 5-point Likert scale ranging from 1 (not at all) to 
5 (extremely). Scales for Situation-Specific Perceived Privacy and Situation-Specific 
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Perceived Benefits were adapted from Dinev et al. (2012) and assessed with four and 
three items, respectively. Intention to Disclose Private Information was captured by 
three items adopted from Anderson and Agarwal (2011). General Privacy Concerns 
and General Institutional Trust were measured with two respectively four items 
adapted from Malhotra et al. (2004). In order to ensure semantic equivalence and 
validity, items were first translated to German by the authors, and then translated back 
to English and compared to the original wording by an English native speaker. All 
privacy-related items were measured on a 6-point Likert scale ranging from 0 (totally 
disagree) to 5 (totally agree). The full questionnaire can be obtained from Appendix 3 
(Table 2.1., p. 148). 

5.2 Results 

In total, 148 persons participated in the study. In a first step, participants with 
incomplete questionnaires or unreasonable completion time (< 8 minutes) were 
excluded from the dataset. Thresholds for overhasty completion were chosen similar to 
Study 1 (< 5 minutes), however, extended by three minutes to also comprise the 
duration of the movie clips (< 8 minutes). Furthermore, participants were excluded if 
they declared to be familiar with the correspondent movie clip in order to prevent 
biased responses due to memory effects (Kim et al. 2009). The mean age of the 
remaining 94 participants was 25.28 years (SD = 6.59), and 73% of them were female. 
More than two thirds (69%) of the respondents possessed a smartphone, and 89% had 
access to a car on a regularly base (own car, car of family members, corporate car 
etc.).  

5.2.1 Manipulation Checks 

After watching the movie clip, participants were asked to rate their current mood on 
the sadness and joviality subscales of the PANAS-X (Röcke and Grühn 2003). As 
internal consistency of the two scales was good (Sadness: 5 items, α = .83; Joviality: 8 
Items, α = .96), independent sample t-tests for the averaged values of both scales were 
conducted to test for manipulation effectiveness. Results indicated a successful mood 
induction, with participants who watched the sad movie being significantly sadder 
(t(92) = 6.38, p < .01) and participants who watched the funny movie being 
significantly happier (t(92) = -7.87, p < .01) than the respective other group. 
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Experimental conditions did not differ in other control variables, such as age 
(t(92) = -.01, p = .99), driving experience (t(85) = .70, p = .49) or gender 
(χ2(1, N = 94) = .11, p = .74). 

5.2.2 Measurement Model 

Likewise Study 1, data was analyzed using a covariance-based SEM approach. 
Following the two step methodology and correspondent guidelines (Gefen et al. 2000; 
Segars and Grover 1993), a confirmatory factor analysis (CFA) was conducted to 
analyze the psychometric properties of the privacy-related scales. Factor loadings were 
estimated by Maximum likelihood (ML) algorithm in MPlus 6.12 (Muthén and 
Muthén 2011). The overall model fit was good (χ2 = 103.98, df = 94, χ2/df = 1.11, 
p = .23; RMSEA = .034; CFI = .99; TLI = .99). Thus, reliability as well as convergent 
and discriminant validity were examined next. 

With regard to reliability, Cronbach’s Alpha and the Composite Reliability of the 
deployed scales were analyzed. As depicted in Table 5.1, all indices exceeded the 
recommended thresholds of .70 (Gefen et al. 2000), indicating good reliability of the 
measurement items. In a second step, convergent validity was examined by (1) 
analyzing the factor loadings and t-values for every single item used, and (2) 
calculating the average variance extracted (AVE) for every scale. Given that (1) 
t-values indicated every item to significantly load on the corresponding factor, and (2) 
AVEs met or exceeded the recommended threshold of .50 for every deployed scale 
(Fornell and Larcker 1981), it could be concluded that convergent validity was largely 
supported by the data. 
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Table 5.1. Confirmatory Factor Analysis Statistics in Study 2. 

 RISK BEN INT TRUST CONC 
t-value R2 CR AVE 

α = .89 α = .73 α = .87 α = .95 α = .88 
RISK1 .90     33.83 .81 .89 .68 
RISK2 .86     26.69 .75   
RISK3 .85     24.23 .72   
RISK4 .66     10.29 .43   
BEN1  .79    11.93 .63 .74 .50 
BEN2  .77    11.32 .59   
BEN3  .51    5.70 .26   
INT1   .92   34.43 .85 .87 .73 
INT2   .87   27.05 .76   
INT3   .69   11.73 .48   
TRUST1    .94  56.72 .88 .95 .84 
TRUST2    .94  60.87 .89   
TRUST3    .89  37.06 .80   
TRUST4    .88  32.53 .77   
CONC1     .95 22.54 .91 .88 .80 
CONC2     .82 16.77 .67    

Note: RISK = Situation-Specific Perceived Risks; BEN = Situation-Specific 
Perceived Benefits; INT = Intention to Disclose Private Information; 
TRUST = General Institutional Trust; CONC = General Privacy Concerns; 
CR = Composite Reliability; AVE = Average Variance Extracted; α = Cronbach’s 
Alpha. All t-values were significant with p < .01. 

With regard to discriminant validity, AVEs were compared to bivariate correlations 
between latent factors, analyzing whether the square roots of AVEs exceeded 
correlations between constructs and other constructs in the model (Fornell and Larcker 
1981). As illustrated in Table 5.2, this was the case for every single scale, indicating 
good discriminant validity. Likewise Study 1, common method variance was examined 
by comparing the CMV model to a one factor model where all manifest variables were 
modeled to load on a single latent factor (Podsakoff et al. 2003). As a Chi2-
comparison test (Bentler and Bonett 1980) revealed, the one factor model fit the data 
worse (Δχ2 = 350.37, Δdf = 10, p < .001), implying common method variance to not 
significantly impact data quality. 
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Table 5.2. Descriptive Statistics, Bivariate Correlations and Average Variance 
Extracted (AVE) of Latent Constructs in Study 2. 

 M SD  RISK BEN INT TRUST CONC 
RISK 3.46 1.30  -.68**     
BEN 2.52 1.25  -.47** -.50**    
INT 1.74 1.36  -.80** -.68** -.73**   
TRUST 1.63 1.21  -.67** -.59** -.65** -.84**  
CONC 3.13 1.46  -.66** -.44** -.70** -.52** -.80** 

 

The diagonal terms indicate the square roots of AVEs, non-diagonal terms indicate 
correlations. M = Mean; SD = Standard Deviation; RISK = Situation-Specific 
Perceived Risks; BEN = Situation-Specific Perceived Benefits; INT = Intention to 
Disclose Private Information; TRUST = General Institutional Trust; 
CONC = General Privacy Concerns. ** p < .01. 

5.2.3 Structural Equation Model 

Next, the hypothesized structural model was fitted. The experimental factor (Mood 
State) was included as an exogenous, categorical variable with the values zero 
representing the negative mood condition and one representing the positive mood 
condition. Although applied rarely, dichotomous variables such as experimental 
conditions may be included in SEM analysis the same way they can be included to 
regression analysis as so called dummy variables, allowing for simultaneous modeling 
of variable relationships and group differences (Muller et al. 2005).  
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Figure 5.3. Results of Structural Equation Model Analysis in Study 2. 

The overall model fit of the complete model covering mood effects and dispositional 
tendencies was good ( 2 = 125.98, df = 110, 2/df = 1.15, p = .14; RMSEA = .04; 
CFI = .99; TLI = .98). Furthermore, a large proportion of explained variance in the 
total model (R2 = .77) suggested that (1) study design had covered some of the main 
predictors in privacy-related decision-making, and (2) empirical data mainly 
confirmed theoretical predictions on variable relationships. The full structural equation 
model is depicted in Figure 5.3. 

5.2.3.1 Situational Privacy Calculus 

Likewise Study 1, Study 2 yielded significant relationships between RISK, BEN, and 
INT as hypothesized in H1a, H1b and H2. That is, RISK was negatively associated 
with INT (H1a), and BEN was positively associated with INT (H1b). Moreover, 
structural equation modeling yielded a significant negative relationship between RISK 
and BEN, although it had had been found to be slightly higher in previous 
investigations (e.g. Study 1). As such, hypotheses H1 and H2 could be supported by 
the data in Study 2, implying that a situational risk-benefit trade-off may antecede a 
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person’s Intention to Disclose Private Information, while risk and benefit 
considerations may not constitute independent, yet correlated constructs. 

5.2.3.2 Dispositional Attitudes 

With regard to the role of Dispositional Attitudes, H4 and H5 predicted (1) Situation-
Specific Perceived Risks to be impacted by General Privacy Concerns, and Situation-
Specific Perceived Benefits to be impacted by General Institutional Trust, respectively, 
while (2) situational privacy calculus variables to have the potential to fully override 
Dispositional Attitudes, resulting in a full mediation effect of situational privacy 
calculus variables. On the benefit side of the privacy calculus, the data did fully 
support these hypotheses: In accordance with H5a, a positive and highly significant 
correlation between General Institutional Trust and Situation-Specific Perceived 
Benefits was found, while General Institutional Trust was not related to Intention to 
Disclose Private Information directly. Testing mediation effects via the delta method 
(MacKinnon et al. 2007, cf. Study 1), a full mediation effect could be revealed. That 
is, there was a significant indirect (dindirect = .24, p < .01) and total (dtotal = .24, p < .01), 
but no significant direct effect (ddirect = .00, p = .97) of General Institutional Trust on 
Intention to Disclose Private Information. Interestingly, a more granular analysis 
revealed that variance proportions of General Institutional Trust were not only carried 
through Situation-Specific Perceived Benefits (dindirect1 = .18, p < .01), but also double-
mediated through the path from TRUST over BEN and Situation-Specific Perceived 
Risks to INT (dindirect2 = .06, p < .05). As such, the results imply that situational benefit 
perceptions may not only have the potential to fully override General Institutional 
Trust in a decisive situation. Thus, H5a and H5b were supported by the data in 
Study 2. 

With regard to the risk side of the calculus, however, full mediation could not be 
established. That is, a positive and significant relationship between General Privacy 
Concerns and RISK was found, supporting H4a. However, General Privacy Concerns 
were also directly associated with Intention to Disclose Private Information. 
Consequently, mediation analysis yielded a significant direct (ddirect = -.21, p < .05) as 
well as a highly significant indirect (dindirect = -.19, p < .01) effect for the impact of 
General Privacy Concerns on the Intention to Disclose Private Information, resulting 
in a significant total effect (dtotal = -.40, p < .01). As such, it could be assumed that 
situational risk considerations only partially mediated the relationship between 



Study 2: Mood Congruency 

 
63 

 

General Privacy Concerns and INT. While this result still supports the notion of 
Dispositional Attitudes being overridden by situational considerations, it implies that 
situational considerations may only be “strong enough” to partially mitigate the impact 
of General Privacy Concerns on disclosing decisions, thus not (fully) supporting H4b. 

5.2.3.3 Mood States 

With regard to triggers of System I thinking, it was predicted that Mood States would 
impact situational risk and benefit considerations, even if the cause of a person’s mood 
is not connected to the decisive situation itself (H8a and H8b). In Study 2, mood was 
found to indeed impact Situation-Specific Perceived Risks, however not Situation-
Specific Perceived Benefits. That is, while no direct relationship between an 
individual’s current mood and BEN was found, risk perceptions of participants in the 
positive mood condition were significantly lower than RISK of participants in the 
negative mood condition, implying joyful feelings lead to lowered risk perceptions. An 
exploratory mediation analysis also revealed RISK to potentially mediate the effect of 
Mood States on INT, indicating that initial feelings may sustain in cognitive valuation 
processes without being overridden by other factors, such as General Privacy 
Concerns. However, this effect was only found to be marginally significant in Study 2 
(dindirect = .17, p = .08). Also, an alternative model was tested where the mood variable 
was excluded. Underlining the importance of an individual’s current mood in shaping 
privacy perceptions, this alternative model showed slightly worse overall fit 
(χ2 = 117.49, df = 96, χ2/df = 1.22, p = .07; RMSEA = .05; CFI = .98; TLI = .98). 

5.3 Summary and Conclusion 

Study 2 aimed to simultaneously investigate (1) the role of Dispositional Attitudes in 
shaping privacy decisions, and (2) a person’s Mood State as a situational trigger of 
System I thinking in this regard. An online experiment yielded general support for the 
hypotheses that (1) situational risk-benefit considerations have the potential to partially 
or even fully override Dispositional Attitudes, and (2) individuals in a positive mood 
tend to underestimate the risks of data disclosure, resulting in a potentially biased 
disclosing decision. Importantly, the results imply that individuals may take privacy 
decisions in accordance with their current mood, even if the reason for the current 
mood is unlikely connected to the subject of valuation at hand. As such, the study 



Study 2: Mood Congruency 

 
64 

 

underlines the role of affective System I thinking in shaping privacy decisions, 
potentially biasing rational and analytic risk-benefit considerations in a given situation. 
Theoretical and practical implications as well as limitations of these results will be 
discussed in detail in Chapter 8. 
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6 Study 3: Affect Heuristic 

The goal of Study 3 is to extend the findings yielded in Study 1 and Study 2 in at least 
four important ways: First, Study 3 strives to contribute to the generalizability of the 
conceptual model by replicating and extending basic findings from previous studies. In 
particular, Study 3 aims to complement prior findings on Dispositional Attitudes and a 
situational privacy calculus by (1) considering Perceived Privacy as a variable that 
reflects the conjoint outcome of risk and benefit considerations, thus emphasizing the 
conceptualization of privacy as a “self-assessed state” (H2, H3a/b/c), and (2) using a 
more stringent approach to test the role of Dispositional Attitudes in guiding privacy 
decisions by requesting them a priori (H4a/b, H5a/b). Second, Study 2 indicated a 
main effect of Mood States on situational privacy calculus variables, implying System 
I thinking to guide risk and benefit considerations on a global level. Emphasizing the 
interplay of System I and System II in privacy decision-making, Study 3 aims to 
extend these findings by exploring the role of System I thinking in explicitly 
overriding System II considerations. Stated differently, Study 3 aims to demonstrate 
the potential of Affect in moderating analytic considerations that are connected to 
situational privacy valuations (H9a/b and H10a/b). Third, Study 2 indicated that Mood 
States may impact situational privacy calculus variables even if the reason of the 
current mood is unlikely connected to the subject of valuation at hand. One of the main 
objectives of IS research, however, comprises the investigation of the “effective 
design, delivery, use and impact of information technology in organizations and 
society” (Avison and Fitzgerald 1995, p. xi). As such, a goal of Study 3 is to show 
whether System I thinking may be also induced by design cues that are linked to a 
product and its design rather than (unrelated) movie clips. Fourth, Study 1 and Study 2 
have relied on relatively small or oblique samples. In particular, the comparably young 
age of the participants used in Study 2 may imply low generalizability of the revealed 
findings, given that younger individuals are known to hold specific attitudes on 
privacy-related topics (Youn 2009). Also, samples in Study 1 and Study 2 were 
residing at the lower end of minimal sample sizes recommended for structural equation 
modeling (Gefen et al. 2000) and did not account for potential cultural differences in 
privacy valuation processes (Dinev et al. 2006; Krasnova et al. 2012; Lowry et al. 
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2011; Samsuri and Ismail 2013). Addressing these constraints, Study 3 aims to extend 
prior findings by resorting to two larger samples from two different cultures. The 
resulting research model of Study 3 is depicted in Figure 6.1. 
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Figure 6.1.  Research Model of Study 3. 
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6.1 Methodology 

The study was planned and conducted as a 2x2 cross-sectional online experiment. 
Manipulating Information Sensitivity and Affect using product presentation scenarios, 
privacy constructs were assessed by self-report instruments. Likewise Studies 1 and 2, 
research was conducted as part of a requirements analysis for a smartphone application 
designed to measure and feedback individual driving behavior. As in Study 1, 
individuals were told that the application was developed by an insurance firm in order 
to test the hypotheses in a highly sensitive context (Rohm and Milne 2004), and 
participants were informed that all collected data would be collected and analyzed by 
the insurance firm. Also, the verbal description of the application was accompanied by 
a correspondent screenshot. In contrast to Study 1 and 2, however, the screenshot was 
manipulated in this study in order to induce neutral vs. positive Affect, while the 
verbal description was manipulated to induce low vs. high Information Sensitivity. 
Details on the stimulus material, used measures and study procedure are provided 
below. 

6.1.1 Participants and Procedure 

Being aware of cultural differences that had been previously identified by information 
privacy researchers (Dinev et al. 2006; Krasnova et al. 2012), Study 3 strived to ensure 
the cross-cultural validity of the research model by drawing on two samples with 
different cultural background. Hence, U.S. citizens were recruited via Amazon 
Mechanical Turk (MTurk), while German-speaking participants from Switzerland 
were included by cooperating with a market research company. For rationales on the 
recruitment via MTurk, see Section 4.1.1. All participants received monetary 
compensation for their time and effort. In order to ensure equal comprehension of the 
study materials and instruments among all subjects, all materials were translated from 
English to German, and then re-translated and validated by an English native speaker. 

After clicking on an invitation link, study participants were requested to complete a 
short questionnaire focusing on Dispositional Attitudes and relevant control variables. 
In contrast to Study 2, General Privacy Concerns and General Institutional Trust were 
presented prior to the experimental manipulations in order to (1) emphasize their 
theoretical conceptualization as Dispositional Attitudes and (2) prevent priming effects 
from experimental manipulation that could result in biased ratings (DeCoster and 
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Claypool 2004). Following this, participants were randomly assigned to one of four 
product presentation pages that introduced the context and basic idea of the driver 
behavior application. Depending on the experimental condition, participants were told 
that an optimal functionality of the application could only be achieved by gathering 
either lowly or highly sensitive information, while the product presentation was 
accompanied by an either neutral-affect or positive-affect screenshot. Finally, 
participants were asked to fill out another short questionnaire containing situation-
specific privacy scales.  

The product presentation screens corresponded to the scenarios used in Study 1. In 
fact, the example depicted in Figure 4.2 (p. 47) was used in low sensitivity/neutral 
Affect condition. In high Information Sensitivity condition, information types (year of 
construction, car type, distance travelled) were replaced by “time of a trip”, “violation 
of speed limits while driving car” and “information about location while driving car”. 
For an illustration of the used screenshot in positive Affect condition, see Figure 6.2. 
Choice of stimulus material was based on a pre-study that is reported in the following. 

6.1.2 Stimulus Material 

In order to investigate the potential of screenshots and verbal descriptions in inducing 
Information Sensitivity and Affect, a pre-study was conducted. For this purpose, data 
from 61 English-speaking and 41 German-speaking individuals was collected. 
Participants were requested to rate a sequence of screenshots representing design 
alternatives of the upcoming application and a set of context-specific data types with 
regard to Affect and Information Sensitivity, respectively. In order to prevent sequence 
or priming effects, screenshots as well as data types were presented in random order. 

6.1.2.1 Affect 

As reported by prior research, Affect can be induced by affect-rich cues such as 
pictures of cute panda bears (Hsee and Rottenstreich, 2004, study 3). Given the 
definition of Affect as an automatic response towards a stimulus (Slovic et al. 2007), 
cute and appealing screenshots were expected to be equally effective. This is in line 
with prior research in ergonomics that showed that aesthetically appealing screenshots 
have the potential to raise positive feelings in users (Sonderegger and Sauer 2010; 
Sonderegger et al. 2012). Therefore, a set of potentially affect-raising screenshots was 
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tested by asking participants in the pre-study to rate their spontaneous affective 
reaction towards a respective screenshot on a 10-points semantic differential consisting 
of three items adopted from Kim et al. (1996). Then, the average ratings of every 
screenshot were compared with a baseline measurement conducted at the beginning of 
the pre-study, and the screenshot with the highest positive deviation was extracted as 
positive-affect (t(101) = 6.00, p < .01, mean difference: 1.47), and the screenshot with 
the lowest deviation from baseline as neutral-affect manipulation (t(101) = 1.47, 
p = .14, mean difference = -0.10). The derived stimulus material for raising positive 
and neutral Affect is depicted in Figure 6.2.  

(a) Neutral Affect (b) Positive Affect 

  

Figure 6.2. Screenshots used for Affect manipulation. 

6.1.2.2 Information Sensitivity 

To assess which kinds of personal information are considered more or less sensible in 
the given context, a set of context-specific data types (e.g. year of car construction, use 
of indicator light, violations of speed limit) was assessed on a 7-point Likert scale 
using one item adopted from Xie et al. (2006). Participants indicated to perceive 
information on their location (M = 4.94, SD = 2.00), potential speed violations (M = 
4.84, SD = 2.14), and the time of a trip (M = 3.97, SD = 2.11) as most sensitive. 
Hence, these three types served as the manipulation of high Information Sensitivity. In 
contrast, the pre-study indicated that information about the year of construction of the 
car (M = 2.71, SD = 1.68), the car type (M = 3.11, SD = 1.71) and the distance 
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travelled (M = 3.21, SD = 1.92) were not considered as particularly sensitive pieces of 
information, and thus served as the manipulation of low Information Sensitivity.  

6.1.3 Measures 

To ensure construct validity, scales from previous studies were adapted wherever 
possible. General Institutional Trust and General Privacy Concerns were measured by 
three items each, adapted from Malhotra et al. (2004). Situation-Specific Perceived 
Risks were measured by four items, Situation-Specific Perceived Benefits and 
Perceived Privacy by three items adapted from Dinev et al. (2012). These constructs 
were assessed on a 7-point Likert-scale ranging from totally disagree (1) to totally 
agree (7). Intention to Disclose Private Information was measured on a 7-point 
semantic differential using three items derived from Anderson and Agarwal (2011). 
Furthermore, three items from Kim et al. (1996) and one item used by Xie et al. (2006) 
were adopted for manipulation checks of Affect and Information Sensitivity. The 
complete questionnaire is listed in Appendix 4 (Table 9.4., p. 151). 

6.2 Results 

In total, 480 participants completed the study. In both subsamples and similar to 
Studies 1 and 2, cases with response patterns or implausible short handling times (< 5 
minutes) were eliminated, resulting in a total sample size of 442 participants (186 from 
the U.S. and 228 from Switzerland). Mean age was 31.24 (SD = 10.19) for U.S. and 
34.32 (SD = 14.23) for Swiss participants (t(405.52) = -2.56, p < .05), with a larger 
proportion of males in the U.S. sample (60% compared to 40% among Swiss 
participants, χ2(1, N = 414) = 7.62, p < .01). With regard to the used privacy-related 
scales, the averaged means of American and Swiss participants did not differ in four of 
six cases. However, U.S. participants indicated to have a higher General Institutional 
Trust (t(412) = 3.43, p < .01) and higher Situation-Specific Perceived Benefits 
(t(412) = 2.77, p < .01). Table 6.1 shows the mean scores and standard deviations of 
the deployed scales. 
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Table 6.1. Descriptive Statistics of the Constructs in Study 3. 

 U.S. sample  (n = 
186) 

Swiss sample  (n 
= 228) 

Overall    (n = 
414) 

t-value 

 M SD M SD M SD  
CONC 4.34 1.50 4.28 1.28 4.31 1.38  0.46 ** 
TRUST 3.68 1.23 3.26 1.23 3.45 1.25  3.43** 
RISK 4.41 1.58 4.43 1.55 4.42 1.56 -0.13 ** 
BEN 4.28 1.45 3.89 1.41 4.06 1.43  2.77** 
PRIV 3.87 1.53 3.66 1.40 3.76 1.46  1.49 ** 
INT 3.74 1.90 3.83 1.65 3.79 1.76 -0.51 ** 

** p < .01; CONC = General Privacy Concerns; TRUST = General Institutional 
Trust; RISK = Situation-Specific Perceived Risks; BEN = Situation-Specific 
Perceived Benefits; PRIV = Perceived Privacy; INT = Intention to Disclose Private 
Information. 

6.2.1 Manipulation Checks 

With regard to the manipulations, mean differences between experimental conditions 
showed that the manipulations were effective in both samples, with highly significant 
overall differences of sensitivity ratings between participants in the low and high 
sensitivity condition (t(412) = -2.78, p < .01) and highly significant overall differences 
of Affect ratings between participants in the neutral and positive Affect condition 
(t(412) = -3.12, p < .01).  

6.2.2 Measurement Model 

All model estimations were conducted using MPlus 6.12 (Muthén and Muthén 2011) 
and a maximum likelihood estimator with robust standard errors (MLR) to adjust the 
estimation for non-normality in the data. For identification purposes, moreover, latent 
means and latent variances were fixed to zero and one, respectively. Similar to Studies 
1 and 2, data analysis followed the two-step methodology suggested by Segars and 
Grover (1993) and correspondent guidelines (Gefen et al. 2000; Gefen et al. 2011).  
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6.2.2.1 Measurement Invariance and Overall Model Fit 

Due to the cross-national nature of the overall sample, data analysis started with 
measurement invariance4 testing in order to ensure comparability of the samples from 
different populations. As suggested by many scholars (MacKenzie et al. 2011; 
Steenkamp and Baumgartner 1998; Teo et al. 2009; van de Schoot et al. 2012; 
Vandenberg and Lance 2000), measurement invariance may be investigated by 
comparing a set of increasingly restricted measurement models. Model fit indices and 
comparative statistics for all models described in the following can be obtained from 
Table 6.2. 

First, a multi-group comparison of the unconstrained measurement model (baseline 
model, model0) was conducted in order to obtain insights on configural invariance. 
The tested model indicated a good fit of the model to the data, implying that the 
hypothesized model structure fitted the data well in both samples and configural 
invariance could be established. Next, metric invariance was tested by constraining 
factor loadings in the baseline model to be equal across groups (model1). In addition 
to the fit indices, a Satorra-Bentler scaled χ2-test (SBS-χ2, Satorra and Bentler 2001)5 
was calculated to compare model1 to the baseline model. Since the test was 
significant, full metric invariance could not be established. Therefore, partial metric 
invariance was investigated next. Prior research suggests that partial metric invariance 
is given if at least two factor loadings of every latent construct are constrained equal 
across groups (Byrne et al. 1989; van de Schoot et al. 2012). As proposed by literature 
(van de Schoot et al. 2012), partial metric invariance can be tested by freeing the 
unstandardized factor loadings of the indicator that shows the highest deviation across 
groups, which was the third indicator of General Privacy Concerns in this case 
(λ = 0.90 for the U.S. sample and λ = 0.47 for the Swiss sample). As a SBS-χ2 between 

                                            
4 Generally, measurement invariance describes the equivalence of psychometric 
properties across groups, or over time. Obtained measurement invariance indicates that 
the same construct is measured the same way across groups and thus constitutes a 
necessary condition when aiming for group comparisons. 

5 This test is used for model comparison testing of nested models using scaled χ2s	and	
is	necessary	when	using	estimation	procedures	with	robust	standard	errors.	For	
more	information, see http://www.statmodel.com/chidiff.shtml 
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this new model (model1a) and model1 was insignificant, it was concluded that partial 
metric invariance could be established. 

Proceeding with a model constraining item intercepts to be the same across groups, 
scalar invariance was tested next (model2). Scalar invariance ensures the equivalence 
of latent mean scores, i.e. latent mean scores can be directly compared across groups 
when scalar invariance is given (Steenkamp and Baumgartner 1998). In the case at 
hand, however, scalar invariance could not be established due to a significant change 
in χ2 between model1a and model2 as indicated by a significant SBS-χ2. This 
corresponds to the results reported in Table 6.1, yielding differences in the ratings of 
two constructs across nations. Since, however, partial metric invariance suffices to 
“compare the strength of relationships between constructs from one group to another” 
(Teo et al. 2009, p. 1002), multi-group comparisons were conducted, building on a 
measurement model with parameters fixed to the results of the measurement 
invariance analysis. That is, model1a was used as the most appropriate measurement 
model for further investigation. 
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Table 6.2. Measurement Invariance Testing and Model Comparisons. 

 χ2 df χ2/df CFI TLI RMSEA Comparison ΔSBS-χ2 (Δdf) Decision 
Model0 397.74 274 1.45 .97 .97 .047 - - Accept 
Model1 437.09 293 1.49 .97 .96 .049 Model1 vs. Model0 43.26 (18); p < .01 Decline 
Model1a 414.98 292 1.42 .97 .97 .045 Model1a vs. Model0 15.16 (18); p = .65 Accept 
Model2 509.54 311 1.64 .96 .95 .056 Model2 vs. Model1a 55.89 (16); p < .01 Decline 

df = Degrees of Freedom; CFI = Comparative Fit Index; TLI = Tucker-Lewis Index; RMSEA = Root Mean Square of Approximation; 
SBS-χ2 = Satorra-Bentler Scaled Chi2-Test. 
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Table 6.3. Confirmatory Factor Analysis Statistics of the U.S. Sample. 

   U.S. Sample    
Latent 
Variable 

Item CONC 
α = .84 

TRUST 
α = .82 

RISK 
α = .91 

BEN 
α = .84 

PRIV 
α = .93 

INT 
α = .98 

t-value R2 CR AVE 

CONC CONC1 
CONC2 
CONC3 

.77 

.73 

.88 

     23.61 
21.16 
25.39 

.63 

.63 

.60 

.83 .62 

TRUST TRUST1 
TRUST2 
TRUST3 

 .79 
.80 
.78 

    19.76 
20.57 
25.10 

.60 

.54 

.77 

.84 .64 

RISK RISK1 
RISK2 
RISK3 
RISK4 

  .87 
.93 
.77 
.83 

   41.32 
44.91 
26.32 
34.06 

.76 

.86 

.59 

.69 

.88 .71 

BEN BEN1 
BEN2 
BEN3 

   .78 
.80 
.81 

  20.70 
19.17 
17.47 

.61 

.63 

.65 

.84 .63 

PRIV PRIV1 
PRIV2 
PRIV3 

    .89 
.92 
.87 

 38.41 
47.05 
28.62 

.79 

.84 

.76 

.92 .80 

INT INT1 
INT2 
INT3 

     .96 
.97 
.97 

99.12 
108.41 
102.07 

.91 

.94 

.94 

.97 .93 

TRUST = General Institutional Trust; CONC = General Privacy Concerns; RISK = Situation-Specific Perceived Risks; BEN = 
Situation-Specific Perceived Benefits; PRIV = Perceived Privacy; INT = Intention to Disclose Private Information; α = Cronbach’s 
Alpha; CR = Composite Reliability; AVE = Average Variance Extracted. 
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Table 6.4. Confirmatory Factor Analysis Statistics of the Swiss Sample. 

   Swiss Sample    
Latent 
Variable 

Item CONC 
α = .69 

TRUST 
α = .88 

RISK 
α = .92 

BEN 
α = .82 

PRIV 
α = .90 

INT 
α = .96 

t-value R2 CR AVE 

CONC CONC1 
CONC2 
CONC3 

.76 

.76 

.47 

     19.19 
18.79 
5.83 

.58 

.58 

.22 

.71 .46 

TRUST TRUST1 
TRUST2 
TRUST3 

 .83 
.82 
.88 

    27.37 
18.75 
37.77 

.69 

.67 

.77 

.88 .71 

RISK RISK1 
RISK2 
RISK3 
RISK4 

  .88 
.90 
.81 
.82 

   40.81 
47.11 
27.38 
32.98 

.77 

.82 

.65 

.68 

.88 .72 

BEN BEN1 
BEN2 
BEN3 

   .80 
.78 
.76 

  24.71 
21.55 
17.57 

.63 

.61 

.58 

.82 .61 

PRIV PRIV1 
PRIV2 
PRIV3 

    .84 
.92 
.88 

 26.83 
54.42 
32.41 

.71 

.84 

.77 

.91 .77 

INT INT1 
INT2 
INT3 

     .95 
.94 
.97 

59.93 
93.71 
95.04 

.90 

.89 

.94 

.97 .91 

TRUST = General Institutional Trust; CONC = General Privacy Concerns; RISKS = Situation-Specific Perceived Risks; BEN = 
Situation-Specific Perceived Benefits; PRIV = Perceived Privacy; INT = Intention to Disclose Private Information; α = Cronbach’s 
Alpha; CR = Composite Reliability; AVE = Average Variance Extracted. 
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6.2.2.2 Reliability, Validity and Common Method Variance 

In a next step, reliability and validity coefficients of the measurement model were 
inspected. Results for the Swiss and U.S. sample can be obtained from Table 6.3 and 
Table 6.4, respectively. With regard to reliability, coefficients of composite reliability 
and Cronbach’s α were examined. Except for the General Privacy Concerns scale in 
the Swiss sample, yielding a Cronbach’s α of .69, all scales exceeded the 
recommended thresholds of .70 for Cronbach’s α and composite reliability (Gefen et 
al. 2000). Apart from the mentioned scale, all composite reliability coefficients were 
even above .80, indicating strong internal consistency (Koufteros 1999). Given that 
composite reliability constitutes a more rigorous approximation of internal consistency 
(Chin and Gopal 1995), results indicated a very good reliability of the measurement 
model in both samples. 

Convergent validity of the measurement model was tested by two approaches: First, 
factor loadings and t-values of all indicators were analyzed. As illustrated in Table 6.3 
and Table 6.4, all indicators exceeded factor loadings of .70 and showed highly 
significant t-values. Second, the average variances extracted (AVEs) for each scale 
were calculated. Except for the General Privacy Concerns scale in the Swiss sample, 
yielding an AVE of .46, AVEs were above the recommended threshold of .50 (Fornell 
and Larcker 1981) for all constructs, indicating that convergent validity was largely 
supported by the data. Discriminant validity was assessed by analyzing whether the 
square root of AVEs exceeded correlations between the corresponding construct and 
other constructs in the model in every single case (Fornell and Larcker 1981). As 
illustrated in Table 6.5, this was the case for every single pair of latent constructs in 
both samples, indicating sufficient discriminant validity of the measurement model. 

Moreover, it was tested whether common method variance (CMV) would significantly 
impact the yielded measurement criteria. For this purpose, a model with an additional, 
unrelated latent common methods variance factor was estimated as proposed by 
Podsakoff et al. (2003). For model identification, factor loadings were constrained on 
the common method factor to be equal inside each group. Comparing the two models, 
it was concluded that CMV did not significantly impact the original model as (1) the 
CMV model did not show different overall fit to the data (χ2 = 413.93, df = 290, 
χ2/df=1.43, CFI = .97, TLI = .97, RMSEA = .045), (2) overall patterns of significant 
relationships between latent constructs for both samples remained stable in the CMV 
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model, and (3) all item loadings of manifest indicators on the latent common method 
factor were small and non-significant (highest factor loadings were λTRUST1 = .00, 
p = .92 in the U.S. sample and λTRUST1 = .16, p = .43 in the Swiss sample). 

Table 6.5. Bivariate Correlations and Average Variance Extracted (AVE) of Latent 
Constructs in Study 3. 

 U.S. Sample  
 CONC TRUST RISK BEN PRIV INT 

CONC -.64**      
TRUST -.32**  -.62**     
RISK -.47**  -.22** -.71**    
BEN -.13**  -.28**  -.50**  -.63**   
PRIV -.33** -.33**  -.75**  -.68** -.80**  
INT -.36** -.31** -.65** -.62** -.71** -.93** 

 Swiss Sample  
 CONC TRUST RISK BEN PRIV INT 
CONC -.46**      
TRUST -.07** -.71**     
RISK -.62**  -.31**  -.72**    
BEN -.38**  -.45**  -.58**  -.61**   
PRIV -.45**  -.51**  -.78**  -.77**  -.77**  
INT -.36**  -.27**  -.67**  -.69**  -.71**  -.91** 

Note: The diagonal terms indicate the average variance extracted (AVE), non-
diagonal terms indicate correlations. * p < .05; ** p < .01; TRUST = General 
Institutional Trust; CONC = General Privacy Concerns; RISKS = Situation-Specific 
Perceived Risks; BEN = Situation-Specific Perceived Benefits; PRIV = Perceived 
Privacy; INT = Intention to Disclose Private Information. 

6.2.3 Structural Equation Model 

In order to retain the final structural model, experimental condition variables were 
included. Similar to Study 2, it is argued that dichotomous variables such as 
experimental conditions may be included in SEM the same way they can be included 
in regression analysis, allowing for simultaneous modeling of variable relationships 
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and group differences (Muller et al. 2005). Furthermore, direct effects of the 
Dispositional Attitudes on Intention to Disclose Private Information were included in 
order to prepare for mediation analysis. Estimation of the structural model yielded 
good model fit to the data (χ2 = 585.50, df = 408, χ2/df=1.44, CFI = .97, TLI = .96, 
RMSEA = .046), with mostly significant and highly comparable path coefficients and 
large coefficients of explained variance in both samples. That is, the model explained 
50% of the variance of INT in the Swiss sample, and even 58% in the U.S. sample, 
indicating that predominant antecedents of the Intention to Disclose Private 
Information could be covered by the model. Path coefficients and rations of explained 
variance are summarized in Table 6.6. 

6.2.3.1 Situational Privacy Calculus 

Consistently across samples and as hypothesized, significant relationships were found 
between RISK and BEN (H2), RISK and Perceived Privacy (H3a), BEN and Perceived 
Privacy (H3b), and Perceived Privacy and Intention to Disclose Private Information 
(H3c), indicating (1) risk and benefit considerations in a situational privacy calculus to 
constitute interdependent rather than independent constructs, while (2) a state of 
Perceived Privacy to adequately reflect the conjoint assessment of risks and benefits in 
a situational privacy calculus that impacts a person’s disclosing intentions. Moreover, 
a very high path coefficient between the latter constructs (U.S. sample: γ = .70, 
p < .01; Swiss sample: γ = .72, p < .01) indicated Perceived Privacy to constitute a 
very good predictor of Intention to Disclose Private Information.  

6.2.3.2 Dispositional Attitudes 

With regard to hypotheses H4a and H5a, significant relationships between General 
Privacy Concerns and RISK and between General Institutional Trust and BEN were 
postulated. In this regard, positive and significant relationships were yielded in both 
samples as illustrated in Table 6.6. Thus, H4a and H5a could be supported by the data. 
Moreover, in H4b and H5b, a full mediation of the relationship between Dispositional 
Attitudes and disclosing intentions was postulated. That is, it was predicted that 
Dispositional Attitudes may be fully overridden by situation-specific privacy 
considerations, while individuals may more thoroughly rely on situation-specific 
considerations rather than Dispositional Attitudes when forming an Intention to 
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Disclose Private Information. In order to test these hypotheses, two approaches were 
employed. 

Table 6.6. Path Coefficients and Coefficients of Explained Variance for the 
Structural Model tested in Study 3. 

  U.S. Sample  Swiss Sample 

  PC R2  PC R2 
H2 BEN  à RISK -.50**   -.44**  
H3a RISK  à PRIV -.56**   -.50**  
H3b BEN  à PRIV -.46**   -.51**  
H3c PRIV  à INT -.70**   -.72**  
H4a CONC  à RISK -.44**   -.50**  
H4b CONC  à INT -.13^*   -.04**  
H5a TRUST  à BEN -.34**   -.47**  
H5b TRUST  à INT -.07**   -.08**  
H9a SENS  à RISK -.20**   -.15^*  
 AFF    à RISK -.07**   -.20**  
H10a AFFxSENS à RISK -.24**   -.20**  
H9b SENS  à BEN -.24**   -.05**  
 AFF  à BEN -.19**   -.03**  
H10b AFFxSENS  à BEN -.02**   -.02**  
 RISK  .48**   .47** 
 BEN  .19**   .22** 
 PRIV  .77**   .74** 
 INT  .58**   .50** 

PC = Path Coefficient; TRUST = General Institutional Trust; CONC = General 
Privacy Concerns; RISK = Situation-Specific Perceived Risks; BEN = Situation-
Specific Perceived Benefits; PRIV = Perceived Privacy; INT = Intention to Disclose 
Private Information; AFF = Main effect of Affect; SENS = Main effect of 
Information Sensitivity; AFFxSENS = Interaction effect Affect and Information 
Sensitivity; ^ p < .06; * p < .05; ** p < .01. 

First, the complete structural model was compared to a model without situational 
privacy calculus variables. That is, an alternative model was estimated where General 
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Privacy Concerns and General Institutional Trust impacted INT directly, while other 
variables were excluded. This model corresponds to the basic privacy calculus model 
described in Section 2.2. Although model estimation yielded significant impacts of 
CONC and TRUST on INT in both samples (U.S. sample: γCONC = -.34, p < .01, 
γTRUST = .27, p < .01; Swiss sample: γCONC = -.31, p < .01, γTRUST = 22, p < .01), all 
path coefficients were lower than the path coefficients output by the complete 
structural model. Furthermore, model fit indices indicated worse fit to the underlying 
data structure (χ2 = 111.88, df = 58, χ2/df =1.93, CFI = .97, TLI = .97, RMSEA = .067), 
and the explained variance of intention to disclose was low with 19% of explained 
variance in the U.S. sample and 15% of explained variance in the Swiss sample. 

Second, mediation effects in the complete structural model were tested using the delta 
approach (MacKinnon et al. 2002). As illustrated in Table 6.7, only one of four direct 
effects was marginally significant, while total and specific indirect paths yielded 
significant outcomes in all cases. As such, full mediation hypotheses could be 
supported in three of four cases, while the relationship between General Privacy 
Concerns and Intention to Disclose Private Information was partially mediated by 
situational privacy calculus variables in the U.S. sample. Therefore, it was concluded 
that H4b and H5b were mainly supported by the data. 

Table 6.7. Tests of total, direct, and indirect Effects. 

 U.S. Sample  Swiss Sample 
 Total ID Direct Dec. Total ID Direct Dec. 
CONC à INT -.30** -.17** -.13^ PM -.23** -.18** -.04 FM 
TRUST à INT .25** .17** .08 FM .16** .25** -.08 FM 

CONC = General Privacy Concerns; INT = intention to disclose; TRUST = General 
Institutional Trust; ID = Indirect; Dec. = Decision; PM = Partial Mediation; 
FM =Full Mediation. ** p < .01. ^ p = .045. 

6.2.3.3 Affect and Information Sensitivity 

In hypotheses H9a, H9b, H10a, and H10b, it was proposed that (1) a higher level of 
Information Sensitivity would cause an increase in RISK and a decrease in BEN, and 
that (2) this effect could be overridden by positive Affect due to System I activation. 
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 (a) U.S Sample (b) Swiss Sample 

 

 

Figure 6.3. Effects of Experimental Manipulation on Situation-Specific Perceived 
Risks in Study 3. 

With regard to RISK, a significant main effect of Information Sensitivity in the U.S. 
sample and a significant interaction effect of Information Sensitivity and Affect were 
found (cf. Table 6.6): Participants in the high sensitivity condition tended to rate risks 
higher by 0.20 standard deviations (p < .05). For participants in the positive Affect and 
high Information Sensitivity condition, however, the expectation value decreased 
by -0.24 standard deviations (p < .05), approximating the expectation value of 0.07 
standard deviations for participants in the positive Affect, but low sensitivity 
condition. This indicates that participants in the positive Affect, but low sensitivity 
condition did not noticeably differ from participants in the positive Affect, but high 
sensitivity condition. Stated differently, Situation-Specific Perceived Risks of 
participants in the positive Affect condition were not substantially influenced by 
Information Sensitivity, while RISK of participants in the neutral Affect condition 
were highly dependent on Information Sensitivity.  

Similarly, ratings of Information Sensitivity increased by 0.15 standard deviations in 
the Swiss sample between low and high sensitivity conditions (p < .06), indicating a 
general increase in risk perception for participants in the high Information Sensitivity 
condition. As reflected by a significant interaction effect (p < .05), the expectation 
value for participants in the positive Affect and high Information Sensitivity condition 
(0.15 standard deviations) was comparable to the expectation value for participants in 
the positive Affect and low Information Sensitivity condition (0.20 standard 
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deviations), implying that the risk perception of participants in the positive Affect 
condition did not substantially differ across Information Sensitivity conditions. 
Surprisingly, however, participants in the positive Affect condition tended to generally 
rate RISK as higher as compared to participants in the neutral Affect condition. In the 
model, this is reflected by a significant main effect of Affect in the Swiss sample with 
an expectation value of 0.20 standard deviations (p < .01). For illustration purposes, 
standardized expectation values of Situation-Specific Perceived Risks for both samples 
are depicted in Figure 6.3. 

With regard to BEN, a significant main effect of Information Sensitivity could be 
identified in the U.S. sample. Compared to the low sensitivity condition, participants 
in the high sensitivity condition showed lower ratings of BEN (expectation value 
of -0.24 standard deviations across conditions, p < .01). However, further effects could 
not be identified. As a result, it was concluded that hypotheses H9a and H10a were 
supported by the data, while partial support for hypothesis H9b, and no support for 
hypothesis H10b was found. 

6.3 Summary and Conclusion 

Study 3 aimed to thoroughly test the conceptual model by conducting an experiment 
that systematically manipulated Affect and Information Sensitivity in a privacy 
situation, while simultaneously distinguishing Dispositional Attitudes from situational 
constructs. In data acquisition and analysis, Study 3 relied on two samples from the 
U.S. and Switzerland in order to emphasize the cross-cultural validity of the deployed 
methodology and revealed findings. Results indicated differences between the U.S. 
and the Swiss sample with regard to demographics, privacy-related constructs, and 
psychometric properties of the underlying measurement model. Despite these 
inconsistencies, however, the data largely supported the hypothesized relationships 
and group differences in both samples, supporting the validity and generalizability of a 
dual process approach to privacy decision-making as well as the conceptual model 
introduced in Section 3.1. Concerning the distinction between Dispositional Attitudes, 
specifically, Study 3 complements and extends findings of Study 2 by yielding a full 
mediation effect of situational privacy calculus variables in three of four cases. In 
accordance with expectations, these results indicate that a situational privacy calculus 
has the potential to override Dispositional Attitudes. Moreover, the experimental 
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approach revealed that System I thinking may constitute a factor that guides biased 
valuations of Situation-Specific Perceived Risks: In both samples, a significant 
interaction effect of experimental conditions on RISK was found, indicating that 
individuals may underestimate risks when confronted with a cue that designates 
positive Affect. In contrast, participants under neutral Affect conditions were found to 
value situation-specific risks in a primarily analytic way by perceiving more risks if 
more sensitive data was requested. This result makes an important addition to the 
effects reported in Study 2, showing that (1) Affect may be induced by a design cue 
that is directly linked to the product itself, and (2) positive Affect may not only shape 
situational privacy considerations on a global level, but also has the potential to 
override System II considerations in this regard. Besides, Study 3 underlined the 
interplay of RISK and BEN in a situational privacy calculus, and showed that 
Perceived Privacy may constitute an adequate construct to reflect a conjoint 
assessment of risk and benefit considerations that antecedes intention forming. As 
such, Study 3 demonstrated (1) how Dispositional Attitudes impact situational privacy 
considerations, and (2) how System I/System II thinking may interplay in shaping 
situation-specific risk considerations. Theoretical and practical implications as well as 
limitations of Study 3 will be detailed in Chapter 8. 
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7 Study 4: Fluency Heuristic 

While Study 2 and Study 3 have focused on affective responses in the context of a 
specific mobile application (i.e., a driving behavior app), the goal of Study 4 is to 
extend these findings in at least three important ways: First, while a dual process 
approach is tightly connected to Affect as a function of System I, prior research has 
shown that intuitive thinking may be also induced by different means. In this regard, 
the cognitive ease of processing a stimulus, or its Processing Fluency, has been shown 
to result in similar effects as positive Affect (cf. Section 2.4.2.3). As such, Study 4 
strives to extend prior findings by demonstrating the potential of Processing Fluency, 
as induced by the design of an IS, in shaping risk and benefit perceptions in a 
Situational Privacy Calculus. More precisely, it is hypothesized that Processing 
Fluency would mitigate risk perceptions and enhance benefit perceptions of 
individuals (H11a and H11b). Second, Study 3 has demonstrated how Affect may alter 
and mitigate analytic considerations with regard to privacy, demonstrating how 
System I and System II considerations interplay when individuals take privacy 
decisions. Study 4, in contrast, aims to extend these findings by showing how 
intervention techniques affecting System II cognitions, such as enhancing an 
individual’s Privacy Salience, may reduce biased System I responses and thus help to 
re-establish deliberation in privacy decision-making (H12a and H12b). Third, Study 4 
strives to enhance the generalizability of the conceptual model introduced in Section 
3.1 by replicating important findings in a different context. Thus, different stimulus 
material in a different domain, namely health websites rather than mobile applications, 
will be used in Study 4. Apart from these modifications, Study 4 follows the basic 
foundations of the conceptual model, predicting that interdependent (H2) risk-benefit 
considerations in a situational privacy calculus would converge in a state of Perceived 
Privacy (H3a and H3b), which would then impact one’s Intention to Disclose Private 
Information (H3c). The research model conveyed and tested in Study 4 is depicted in 
Figure 7.1. 
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Figure 7.1. Research Model of Study 4. 
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7.1 Methodology 

Study 4 was conducted as a 2 (fluency low vs. high) x 2 (low Privacy Salience vs. high 
Privacy Salience) online experiment. In order to enhance the generalizability of the 
conceptual model, Study 4 relied on a different context than previous studies. That is, 
Study 4 was framed as a usability test of the registration website of a (fictitious) online 
health service entitled “Healthy Living”. The particular study context was chosen due 
to the high relevance of health issues in driving public and scientific debates on 
information privacy (Anderson and Agarwal 2011; Goldman and Hudson 2000). As 
with studies 1-3, study participants were confronted with a (manipulated) screenshot of 
the upcoming service and asked to rate privacy-related constructs using self-report 
instruments. 

7.1.1 Participants and Procedure 

Participants were recruited via Amazon Mechanical Turk and received monetary 
compensation for their time and effort. Participation was restricted to U.S. citizens to 
prevent methodological shortcomings as a result of questionnaire translation (Straub et 
al. 2004). For rationales on the recruitment via MTurk, see Section 4.1.1. After 
clicking on the invitation link, participants were randomly assigned to one of four 
experimental conditions and confronted with a screenshot depicting the registration 
page of an upcoming online health service. That is, the screenshot was designed (1) in 
a lowly or highly fluent manner, while (2) showing a label intended to make privacy-
related cognitions lowly vs. highly salient. In contrast to studies 1-3, no further 
explanation on the purpose or goals of the online service were provided in order to 
prevent effects of personal involvement or interest, but to make participants base their 
perceptions on their momentary impression of the website only. Below the screenshot, 
relevant control variables as well as situational privacy calculus variables were 
assessed. 

7.1.2 Stimulus Material 

In Study 4, it was aimed to induce System I thinking by Processing Fluency, while 
enhancing Privacy Salience was expected to result in reactions that are concordant 
with System II processing. Given the novelty of these manipulations in information 



Study 4: Fluency Heuristic 

 
89 

 

privacy research, an extensive literature research was conducted to extract 
manipulations that were able to match the given context. 

7.1.2.1 Processing Fluency 

Given the definition of Processing Fluency as the ease of cognitive processing, CB 
research and psychology have described a large number of stimuli that have the 
potential to induce Processing Fluency. For example, stimuli that are highly familiar, 
easy to read, easy to pronounce, or have a high figure-ground contrast are typically 
associated with high fluency (see Evans 2008 for an overview). Adopting these 
principles to the context at hand, the website intended to induce high fluency was 
designed in a clearly readable manner by (1) using a rectilinear font (Arial) and (2) 
dark colors on white background (blue and black), while the website designed to 
induce low fluency used (1) a quirky font (Haettenschweiler) combined with (2) bright 
colors on white background (light yellow). Both approaches (font and colors) have 
been used to manipulate Processing Fluency in prior studies (Evans 2008) and were 
combined to match the given study context. Screenshots of the respective websites are 
depicted in Figure 7.2. 
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(a) High Processing Fluency 

 

(b) Low Processing Fluency 

 

Figure 7.2. Screenshots used for Processing Fluency Manipulation. 
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7.1.2.2 Privacy Salience 

Attempting to render individuals aware on privacy issues, information privacy 
researchers have used different approaches: John et al. (2011, study 4), for example, 
used a priming procedure that required participants to read an informative text on 
phishing frauds prior to taking a privacy decision, while a study by Tsai et al. (2011) 
showed individuals to be more likely to buy from privacy-protecting online shops if 
privacy cognitions were activated by a privacy rating dialogue. Similarly, prior 
research revealed evidence on the effect of privacy seals or messages in rendering 
individuals aware on privacy issues (e.g. Hui et al. 2007; Larose and Rifon 2007). In 
line with these findings, Adjerid et al. (2014) proposed a comparably subtle approach 
to activate privacy cognitions using label frames. For example, changing the label of a 
privacy settings dialogue from “privacy settings” to simply “settings” may reduce 
salience of privacy-related concepts in individuals, implying that simply mentioning 
the word “privacy” may be sufficient to enhance Privacy Salience. Adopting this 
approach to the study context at hand, two labels presented at the bottom of the health 
website were used as a manipulation of Privacy Salience: In the low salient condition, 
the text “Accept our Terms and Conditions” was presented next to the registration 
button. In the high salience condition, in contrast, the text “Accept our Privacy Policy” 
was used. Example screenshots of these manipulations are depicted in Figure 7.3. 

 
(a) low Privacy Salience 

 
(b) high Privacy Salience 

Note: Examples refer to the high fluency condition. In low fluency condition, labels were 
identical, but adjusted to the lowly fluent design (i.e., different fonts and colors were used) 

Figure 7.3. Labels used for Privacy Salience Manipulation. 

7.1.3 Measures 

Wherever possible, validated measures from previous studies were used. That is, 
Situation-Specific Perceived Risks were measured by four items, Situation-Specific 
Perceived Benefits and Perceived Privacy by three items adapted from Dinev et al. 
(2012), respectively. These constructs were assessed on a 7-point Likert-scale ranging 
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from totally disagree (1) to totally agree (7). Intention to Disclose Private Information 
was measured on a 7-point semantic differential using three items derived from 
Anderson and Agarwal (2011). Furthermore, three items adopted from Landwehr et al. 
(2011) were used as manipulation check measures for Processing Fluency, 
complemented by one item assessing the ease of readability adapted from prior studies 
("How easy do you find it to read the website?", e.g. Alter and Oppenheimer 2009b; 
Novemsky et al. 2007). These items were measured on a 7-point semantic differential. 
In addition, one self-assessed item was used to assess Privacy Salience (“This website 
makes me reflect on my privacy”), measured on a 7-point Likert-scale ranging from 
totally disagree (1) to totally agree (7). The complete questionnaire can be obtained 
from Appendix 5 (Table 9.5, p. 154). 

7.2 Results 

In total, 338 participants completed the study. In a first step, individuals with 
implausibly short handling times (< 5 minutes) were eliminated. Mean age of the 
remaining 302 individuals was 35.24 (SD = 11.56) years, with 50.3% males and 
49.7% females, respectively. The large majority of participants were Caucasians 
(78.8%), followed by African Americans (10.3%), Asians (5.6%) and Hispanics 
(2.3%), and all were residing in the U.S. by the time of the study. Moreover, most 
participants considered themselves very skilled computer users (M = 4.10, SD = 0.89) 
with substantial experience in internet use (M = 4.29, SD = 0.80), as reflected by 
respective control items assessed on a 5-point Likert scale from doesn’t apply at all (1) 
fully applies (5).  

7.2.1 Manipulation Checks 

In order to check for the potential of the stimulus material in inducing feelings of low 
vs. high fluency, two approaches were used: First, three items intended to control for 
Processing Fluency were adopted from Landwehr et al. (2011). Given sufficient 
reliability of these items (α = .77), they were averaged for analysis. Second, one item 
assessing the readability of the website (“How easy do you find it to read the 
website?”) was used. Compared to participants in the high fluency condition, 
respondents in the low fluency condition rated their respective website as (1) visually 
more complex (t(300) = -2.23, p < .05) and (2) harder to read (t(300) = -5.70, p < .01). 
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As such, it was concluded that the stimulus material was successful in inducing low vs. 
high Processing Fluency.  

With regard to Privacy Salience, one self-administered question (“This website makes 
me reflect on my privacy”) was used. Results revealed significantly lower ratings of 
individuals in the low salience condition as compared to individuals in the high 
salience condition, implying that privacy cognitions had been successfully evoked by 
the manipulation (t(300) = -2.64, p < .01). 

7.2.2 Measurement Model 

As with previous studies, model estimations were conducted using MPlus 6.12 
(Muthén and Muthén 2011), and an estimator capable to adjust the calculations for 
non-normal data was chosen (MLR). Data analysis followed the two-step methodology 
suggested by Segars and Grover (1993), and SEM guidelines were considered in all 
steps of data analysis (Gefen et al. 2000; Gefen et al. 2011). That is, a confirmatory 
factor (CFA) analysis was conducted prior to testing the full structural model. Overall 
model fit of the CFA was satisfactory (χ2 = 132.98, df = 59, χ2/df = 2.25, p < .01; 
CFI = .97; TLI = .96; RMSEA = .064), indicating the empirical data to adequately 
reflect the theoretical measurement model. Thus, reliability and validity indices were 
inspected next. Results of this step can be obtained from Table 7.1. 
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Table 7.1. Confirmatory Factor Analysis Statistics of Study 4. 

 RISK BEN PRIV INT t-value R2 CR AVE 

α = .90 α = .89 α = .95 α = .99 
RISK1 .81    17.87 .85 .90 .70 
RISK2 .88    31.64 .91   
RISK3 .81    21.16 .82   
RISK4 .84    20.84 .66   
BEN1  .87   31.46 .78 .90 .75 
BEN2  .89   36.91 .66 
BEN3  .83   20.86 .70  

.95 
 

.86 PRIV1   .92  47.81 .76 
PRIV2   .95  84.00 .78   
PRIV3   .91  54.23 .68 
INT1    .96 73.69 .92 .98 .95 
INT2    .99 349.81 .99 
INT3    .98 249.98 .96   

NC = Need for Cognition; FI = Faith Into Intuition; RISK = Situation-Specific 
Perceived Risks; BEN = Situation-Specific Perceived Benefits; INT = Intention to 
Disclose Private Information; CR = Composite Reliability; AVE = Average 
Variance Extracted; α: Cronbach’s Alpha. 

With regard to reliability, two indices were analyzed: Cronbach’s Alpha and the 
composite reliability (CR). As illustrated in Table 7.1, all scales exceeded the 
recommended thresholds of .70 (Gefen et al. 2000), indicating sufficient internal 
consistency of the deployed scales. Thus, convergent validity was tested next. In this 
regard, (1) factor loadings and t-values of all manifest indicators, and (2) Average 
Variances Extracted (AVEs) for every scale were analyzed. As depicted in Table 7.1, 
factor loadings were above the recommended threshold of .70 for all manifest 
indicators, resulting in highly significant t-values. Also, AVEs for all constructs 
exceeded .50 (Fornell and Larcker 1981), indicating latent factors to explain 
substantial variance proportions in all manifest indicators. As such, it was concluded 
that convergent validity could be established. Finally, discriminant validity was 
inspected by analyzing whether the square root of AVEs exceeded correlations 
between the corresponding constructs and other constructs in the model (Fornell and 
Larcker 1981). As depicted in Table 7.2, this was the case for every single construct, 
indicating latent factors to sufficiently differ. As such, it was concluded that that the 
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measurement model showed sufficient reliability and convergent as well as 
discriminant validity. 

Table 7.2. Descriptive Statistics, Bivariate Correlations and Average Variance 
Extracted (AVE) of Latent Constructs in Study 4. 

 M SD  -RISK BEN PRIV INT 
RISK 2.83 1.44  -.70**    
BEN 3.61 1.28  -.42** -.75**   
PRIV 3.05 1.44  -.65** -.57** -.86**  
INT 4.50 1.94  -.64** -.58** -.66** -.95** 

The diagonal terms indicate the average variance extracted (AVE), non-diagonal 
terms indicate correlations. * p < .05; ** p < .01; RISK = Situation-Specific 
Perceived Risks; BEN = Situation-Specific Perceived Benefits; PRIV = Perceived 
Privacy; INT = Intention to Disclose Private Information; M = Mean; SD = 
Standard Deviation. 

Thus, data analysis was continued by analyzing whether common method variance 
(CMV) could bias the results. As in Study 3, CMV was tested by a “single unmeasured 
latent factor” approach. That is, all manifest indicators were modeled to load on an 
additional latent factor (representing CMV) constrained to be unrelated to all other 
latent constructs. Given that including the CMV factor substantially enhanced overall 
model fit (χ2 = 51.44, df = 46, χ2/df=1.12, p = .27; CFI = 1.00; TLI = 1.00; 
RMSEA = .020), it was concluded that relationships between latent factors in Study 4 
could be affected by CMV. Consequently, further investigations were based on the 
measurement model with included CMV factor in order to control and account for its 
potential bias.  

7.2.3 Structural Equation Model 

Data analysis proceeded by fitting the full structural equation model. As in previous 
studies, experimental conditions were inserted as dichotomous variables. The overall 
model fit of the model was good (χ2 = 131.46, df = 85, χ2/df = 1.55, p < .01; CFI = .99; 
TLI = .98; RMSEA = .043), with about 48% of explained variance in the main outcome 
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variable. Path Coefficients and proportions of explained variance can be obtained from 
Table 7.3. 

Table 7.3. Path Coefficients and Coefficients of Explained Variance in Study 4. 

     PC R2 
H2 BEN  à RISK  -.20^*  
H3a RISK  à PRIV  -.54**  
H3b BEN  à PRIV  -.38**  
H3c PRIV  à INT  -.69**  
H11a FLU    à RISK  -.06**  
 SAL  à RISK  -.04**  
H12a FLUxSAL à RISK  -.00**  
H11b FLU  à BEN  -.16^*  
 SAL  à BEN  -.09**  
H12b FLUxSAL à BEN  -.23**  
 PRIV     -.52** 
 INT     -.48** 

PC = Path Coefficient; RISK = Situation-Specific Perceived Risks; BEN = 
Situation-Specific Perceived Benefits; PRIV = Perceived Privacy; INT = Intention 
to Disclose Private Information; FLU = Main effect of Processing Fluency; SAL = 
Main effect of Privacy Salience; FLUxSAL = Interaction effect Processing Fluency 
and Privacy Salience; ^ p < .07; * p < .05; ** p < .01. 

7.2.3.1 Situational Privacy Calculus 

As in previous studies, basic notions of a situational privacy calculus could be 
successfully identified (cf. Section 2.2). That is, significant associations between 
Situation-Specific Perceived Risks and Perceived Privacy (H3a), Situation-Specific 
Perceived Benefits and Perceived Privacy (H3b) as well as Perceived Privacy and 
Intentions to Disclose Private Information (H3c) were found, implying Perceived 
Privacy to constitute a valuable reflection of the conjoint assessment of risk and 
benefit perceptions, while significantly predicting one’s disclosing intentions. 
However, only a marginally significant relationship between Situation-Specific 
Perceived Risks and Situation-Specific Perceived Benefits (H2) could be found in the 
full model, suggesting risk and benefit perceptions to be independent. Thus, H2 was 
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not fully supported. Except for this finding, however, Study 4 largely confirmed 
previous findings on the validity of a situational privacy calculus as conceptualized in 
Section 3.2.1. 

 

7.2.3.2 Processing Fluency and Privacy Salience 

In H11 and H12, it was predicted that Processing Fluency and Privacy Salience would 
interact in shaping individuals’ risk and benefit perceptions in a situational privacy 
calculus. That is, it was hypothesized that (1) a more fluent website would mitigate 
individuals’ risk perceptions and enhance individuals’ benefit perceptions due to 
System I activation (H11a and H11b), unless (2) overridden by System II cognitions 
activated by Privacy Salience (H12a and H12b). In line with these hypotheses, a 
marginally significant main effect of Processing Fluency and a significant interaction 
effect of Processing Fluency on Situation-Specific Perceived Benefits were found in 
the full model. That is, in the low salience condition, expectation values of BEN were 
0.16 standard deviations higher for individuals in the high fluency condition as 
opposed to individuals in the low fluency condition (p = .06). In the high salience 
condition, however, this effect was mitigated, resulting in a significant interaction 
effect (p < .05). Yet, a similar effect could not be revealed with regard to Situation-
Specific Risk Perceptions. As such, it was concluded that H11b and H12b were largely 
supported by the empirical data, while no support for H11a and H12a was found. The 
revealed interaction effect of Processing Fluency and Privacy Salience is illustrated in 
Figure 7.4.  
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Figure 7.4. Effects of Experimental Manipulation on Situation-Specific Perceived 
Benefits in Study 4. 

7.3 Summary and Conclusion 

In Study 4, the effects of Processing Fluency and Privacy Salience were analyzed in 
the context of a Situational Privacy Calculus, assuming Processing Fluency to lead to 
lowered risk and enhanced benefit perceptions due to System I activation, whereas 
Privacy Salience, theorized to be associated with System II, may help mitigate this 
heuristic response. Indeed, a significant interaction of Processing Fluency and Privacy 
Salience could be revealed with regard to benefit perceptions. As such, enhancing 
Processing Fluency led individuals to perceive increase benefits, unless mitigated by 
increased Privacy Salience. While no support for similar effects could be revealed with 
regard to Situation-Specific Risks, the results may be interpreted as evidence for the 
potential of a dual process perspective in driving privacy decisions. That is, under high 
System I activation, the positive gut feeling response could be altered by a privacy 
label which supposedly activated System II cognitions. Apart from this novel result, 
basic foundations of a situational privacy calculus as introduced in Section 3.1 could 
be largely replicated. However and in contrast to prior studies, Situation-Specific 
Perceived Risks and Situation-Specific Perceived Benefits were only found to 
marginally correlate in Study 4. Theoretical and practical implications as well as 
limitations of Study 4 will be detailed in Chapter 8. 
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8 General Discussion 

In the previous chapters, methodological approaches and results of four empirical 
studies were reported. While the goals and most important findings of each study have 
been summarized in the respective Sections already, the goal of this chapter is to 
review, interpret and synthesize the results across investigations, and to discuss 
implications for theory and practice as well as limitations of the dissertation’s 
conceptual and methodological approach. For this purpose, Section 8.1 provides a 
brief summary of study results and discusses theoretical implications for each research 
hypothesis. Following this, Section 8.2 overviews distinct contributions of the thesis 
with regard to different literature streams, and Section 8.3 highlights its relevance for 
marketers, IS practitioners, and policymakers. Finally, an overview of the 
dissertation’s potential conceptual and methodological limitations is provided in 
Section 8.4, followed by a comprehensive summary and conclusion in Section 8.5. 

8.1 Study Results and Theoretical Implications 

In each of the four studies, different aspects of the conceptual model introduced in 
Section 3.1 were focused. That is, while each of the four empirical studies relied on the 
basic notion of a situation-specific risk-benefit trade-off as a driver to disclosing 
intentions, different extensions and modifications to this basic notion were tested. In 
particular, Studies 3 and 4 introduced the construct of Perceived Privacy as the 
operationalization of a state of privacy that subsumes all privacy-related considerations 
at a specific point in time, Studies 2 and 3 investigated the interplay of Dispositional 
Attitudes and situational privacy calculus variables, and every study used a different 
trigger of System I Thinking to demonstrate how situational risk and benefit 
considerations may be impacted by intuitive cognitive processes. Aiming to highlight 
the generalizability of the conceptual model, moreover, empirical analysis relied on 
different recruiting methods (MTurk in Studies 1, 3 and 4, social media and mailing 
lists in Study 2, and marketing firm recruitment in Study 3), different cultures 
(German and Swiss citizens in Studies 2 and 3, U.S. citizens in Studies 1, 3, and 4), 
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different domains (mobile driving application in Studies 1, 2, and 3, health website in 
Study 4), and different methodological approaches (online survey in Study 1, online 
experiment in Studies 2, 3, and 4). 

Across all studies, statistical analysis revealed excellent model fit indices, implying 
empirical data to largely reflect theoretical assumptions. Moreover, proportions of 
explained variance in the main outcome variable (Intention to Disclose Private 
Information) ranged from 48% (in Study 4) to 77% (in Study 2), highlighting the 
potential of the chosen approach in covering the main predictors of privacy 
decision-making. As such, it can be concluded that, across samples, cultures, and 
domains, the conceptual model proved highly suitable in explaining and predicting 
privacy decisions. As illustrated in Table 8.1 (cf. p. 101), moreover, evidence for the 
majority of the research hypotheses could be obtained. In particular, basic notions of a 
situational privacy calculus as well as its extensions could be replicated and were 
largely confirmed in every single study. Moreover, both studies that focused on 
Dispositional Attitudes yielded convergent evidence on the potential of situational 
privacy considerations to partly, or even fully, override overarching attitudes, and 
triggers of System I Thinking were found to impact risk and/or benefit considerations 
in every single trial. In the following, a detailed discussion on study results is 
provided, and their differential meaning with regard to theory is discussed. Given that 
many of the research hypotheses were addressed in multiple studies, results are 
synthesized across studies, and argumentation is structured according to (1) 
hypotheses that referred to a situational privacy calculus, (2) hypotheses that referred 
to Dispositional Attitudes, and (3) hypotheses that referred to triggers of System I 
Thinking. 
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Table 8.1. Overview of Supported and Unsupported Research Hypotheses. 

     S1 S2 S3 S4 
Situational Privacy Calculus  
H1a  RISK à INT P’ P’   
H1b  BEN à INT P’ P’   
H2  BEN à RISK P’ P’ P’ P’ 
H3a  RISK à PRIV   P’ P’ 
H3b  BEN à PRIV   P’ P’ 
H3c  PRIV à INT   P’ P’ 
Dispositional Attitudes  
H4a  CONC à RISK  P’ P’  
H4b  CONC à INT (med. SIT)  P’ P’  
H5a  TRUST à BEN  P’ P’  
H5b  TRUST à INT (med. SIT)  P’ P’  
Triggers of System I thinking  
H6a  NC à RISK P’    
H6b  NC à BEN ˟’    
H6c  NC à INT (med. SIT) P’    
H7  FI à INT P’    
H8a  MOOD à RISK  P’   
H8b  MOOD à BEN  ˟’   
H9a  SENS à RISK   P’  
H9b  SENS à BEN   P’  
H10a  AFFxSENS à RISK   P’  
H10b  AFFxSENS à BEN   ˟’  
H11a  FLU à RISK    ˟’ 
H11b  FLU à BEN    P’ 
H12a  FLUxSAL à RISK    ˟’ 
H12b  FLUxSAL à BEN    P’ 

Sx = Study x; BEN = Situation-Specific Perceived Benefits; RISK = Situation-
Specific Perceived Risks; INT = Intention to Disclose Private Information; PRIV = 
Perceived Privacy; CONC = General Privacy Concerns; TRUST = General 
Institutional Trust; INT (med. SIT) = Intention to Disclose Private Information 
mediated by situational privacy calculus variables; NC = Need for Cognition; FI = 
Faith Into Intuition; MOOD = Mood State; SENS = Information Sensitivity; 
AFFxSENS = interaction effect Affect and Information Sensitivity; FLU = 
Processing Fluency; FLUxSAL = interaction effect Processing Fluency and Privacy 
Salience; P = Hypothesis supported; P’ = Hypothesis partially supported; ˟ = 
Hypothesis was not supported. 
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8.1.1 A Situational Privacy Calculus 

Across all studies, a situational privacy calculus proved effective in predicting 
individuals’ Intention to Disclose Private Information. In particular, hypotheses H1a 
and H1b had predicted Situation-Specific Perceived Risks and Situation-Specific 
Perceived Benefits to be directly associated with Intention to Disclose Private 
Information. These relationships were accounted for in Studies 1 and 2, and highly 
significant path coefficients between respective constructs could be yielded in both 
studies. Basically, this result confirms the validity of a privacy calculus in driving 
individual privacy decisions, as stipulated by prior studies (cf. Section 2.2). That is, the 
results of this thesis suggest that individuals may indeed weigh risks against benefits 
when pondering on whether or not to disclose personal information, e.g. when 
confronted with an IS. 

Extending the basic notions of the privacy calculus model, the conceptualization of 
situation-specific risk-benefit considerations also covered the assumption of 
interrelatedness between Situation-Specific Perceived Risks and Situation-Specific 
Perceived Benefits. That is, Hypothesis H2 relied on psychological and CB literature 
in predicting that individuals would be incapable to independently weigh risks and 
benefits when requested to disclose private information (cf. Section 3.2.1.1), but to use 
perceptions of benefits as a cue for risk valuation. Tested across all four studies, this 
hypothesis could be fully confirmed in three of four cases. That is, a significant 
negative path coefficient from Situation-Specific Perceived Benefits to Situation-
Specific Perceived Risks could be yielded in Studies 1-3, while the respective 
correlation was marginally significant in Study 4. Interestingly, the strength of the 
relationship between Situation-Specific Perceived Risks and Situation-Specific 
Perceived Benefits yielded in Study 4 (γ = -.20) was not substantially smaller than the 
relationship found in Study 2 (γ = -.28). As such, it can be concluded that predominant 
support for H2 could be obtained. Given that risks and benefits often correlate 
positively in reality (cf. Section 3.2.1.1), this result highlights the potential for biased 
appraisals when individuals take privacy decisions. For example, an IS that offers the 
most beneficial functionality may also heavily misuse sensitive information provided 
by the user. Relying on own benefit perceptions when valuing risks could therefore 
persuade individuals to take more liberal privacy decisions. In this regard, this finding 
challenges some of the basic notions of the privacy calculus model and the underlying 
“privacy as a commodity” perspective (cf. Section 2.1.2), and suggests scholars to 
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more carefully account for the potential boundaries of independent risk and benefit 
valuations when analyzing and predicting privacy decisions. 

As a second refinement of the privacy calculus model, Perceived Privacy was 
introduced as a state of privacy that subsumes all privacy-related considerations at a 
specific point in time. Considered in Studies 3 and 4, it was predicted that Situation-
Specific Perceived Risk and Situation-Specific Perceived Benefits would cumulate in 
such an overall privacy assessment, which would in turn impact Intention to Disclose 
Private Information (H3a, H3b, and H3c). Consistent with expectations, Perceived 
Privacy was found to relate to situational risk and benefit considerations as well as 
disclosing intentions. In particular, very high path coefficients of about .70 for the 
relationship between Perceived Privacy and Intention to Disclose Private Information 
could be yielded in both studies, implying individuals to highly depend on an overall 
privacy assessment when taking decisions. Given the conceptualization of Perceived 
Privacy as a momentary state of privacy, this finding highlights the contextual and 
situational nature of privacy decisions (Smith et al. 2011), and supports the notions of 
privacy decision-making as a situation-specific process. As such, researcher may find 
the construct helpful when further exploring the contextual nature of privacy-related 
phenomena (Acquisti et al. 2015; Bélanger and Crossler 2011; Goes 2013; Smith et al. 
2011). 

8.1.2 Dispositional Attitudes 

With regard to the role of Dispositional Attitudes in driving privacy decisions, it was 
postulated that individuals would more thoroughly rely on situational considerations 
rather than overarching attitudes when taking privacy decisions (H4a, H4b, H5a, H5b). 
That is, it was postulated that situational considerations could have the potential to 
fully override Dispositional Attitudes, resulting in disclosing intentions that are 
primarily based on situation-specific factors. Aiming to demonstrate the generality of 
this principle, General Institutional Trust was explored as a second Dispositional 
Attitude besides General Privacy Concerns. Correspondent hypotheses were addressed 
in Studies 2 and 3. In both studies, mediation analysis revealed situational privacy 
calculus variables to indeed fully mediate the relationship between General 
Institutional Trust and Intention to Disclose Private Information, implying individual 
trust beliefs to impact situational benefit considerations, but not succeeding intention 
forming. With regard to General Privacy Concerns, data showed a full mediation effect 
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in Study 3, and a partial mediation effect in Study 2, indicating individual privacy 
concerns to be overridden by situational risk considerations (and Perceived Privacy). 
As such, it can be concluded that hypotheses with regard to Dispositional Attitudes 
were largely supported by the empirical data, implying individuals to sometimes forgo 
their attitudes when confronted with a concrete data-requesting situation. That is, 
while individuals may consider their overarching attitudes when forming situational 
risk and benefit beliefs, situation-specific considerations may override these attitudes 
and lead to behaviors that oppose attitudinal dispositions. 

While the conceptual distinction between dispositional and situational factors is not 
new per se (cf. Section 2.3.1), the findings of this thesis make at least two relevant and 
important additions: First, the findings have extended the basic idea to a second factor, 
General Institutional Trust, and found that privacy assessment is shaped by General 
Institutional Trust in a similar vein as General Privacy Concerns. As trusting beliefs 
have been conceptualized inconsistently in prior literature, e.g. as an antecedent 
(Wakefield 2013), or outcome of privacy concerns (Bansal et al. 2010), the results of 
this thesis may help to clarify the role of trust in shaping privacy decisions, and 
advance the understanding of dynamic relationships among constructs in driving 
situational privacy decisions. Specifically, the findings suggest that considering a strict 
conceptual and empirical distinction between General Institutional Trust and 
situation-specific privacy decisions might constitute a valuable approach when 
modeling processes of individual privacy decision-making. 

Second, empirical results indicated the relationship between Dispositional Attitudes 
and Intention to Disclose Private Information to be fully mediated by a situational 
privacy calculus, especially in Study 3. This finding contradicts earlier work that had 
often proposed partial mediation between General Privacy Concerns and disclosing 
intentions (e.g. Keith et al. 2013; Li et al. 2011; Wilson and Valacich 2012). One 
explanation might concern the methodological approach chosen: While earlier studies 
usually measured privacy concerns after introducing the context or product of 
investigation (e.g. Anderson and Agarwal 2011; Hu et al. 2010; Xu et al. 2011), 
Study 3 assessed Dispositional Attitudes before the actual experiment started. Thus, 
the methodology enrolled in Study 3 might have emphasized the dispositional nature 
of General Privacy Concerns and General Institutional Trust more thoroughly, and 
might have prevented the deployed scales to be biased by priming effects rooted in the 
concrete situation (DeCoster and Claypool 2004). Supporting this argument, a less 
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stringent methodological distinction, as enrolled in Study 2, led to partial mediation 
only, indicating perceptions of privacy concerns might have been influenced by the 
manipulation. As such, the both conceptual and methodological separation of 
dispositional and situational factors as suggested by Study 3 may help scholars in in 
designing and conducting studies that aim to rigorously investigate the interplay of 
privacy constructs. 

Overall, these results do not only emphasize the contextual nature of privacy decisions 
(Acquisti et al. 2015; Smith et al. 2011), but also challenge prior work that often relied 
on privacy concerns as the central construct of investigation, and often even 
conceptualized privacy concerns as a proxy to privacy itself (Smith et al. 2011). In 
contrast to these attempts, the findings of Study 2 and Study 3 consistently support the 
notion of a distinct privacy decision framework in which privacy concerns constitute 
an important antecedent, but not necessarily a key driver to privacy decisions in 
concrete situations. Accounting for the generality of this principle, similar patterns 
could be revealed for trusting beliefs, a second central variable of prior investigations 
(cf. Section 2.2). Against this background, the thesis at hand may encourage scholars 
to theorize about constructs that may more thoroughly approximate a person’s privacy 
at a specific point in time in order to overcome shortcomings of prior research (such as 
the privacy paradox). For example, Studies 3 and 4 have shown that Perceived Privacy 
as a construct that reflects a momentary state of privacy works well in predicting 
disclosing intentions (cf. Section 8.1.1). 

8.1.3 Triggers of System I Thinking 

In Section 2.4.3, it was theorized that a dual process approach would constitute a 
valuable and concise approach to the investigation of privacy decision-making. In 
order to test this assumption, each study aimed to introduce a particular trigger to 
System I Thinking, and attempted to analyze its role in driving situational risk and 
benefit considerations. While not all research hypotheses could be fully supported by 
the empirical data (cf. Table 8.1), basic notions of the hypothesized differences and 
relationships could be mainly confirmed, and every study yielded at least some 
evidence on the validity of a dual process approach in driving individual privacy 
decisions. In the following, results and theoretical implications of hypotheses with 
regard to (1) Thinking Styles, (2) Mood States, (3) Affect, and (4) Processing Fluency 
will be summarized. 
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8.1.3.1 Thinking Styles 

With regard to Thinking Styles, it was predicted that individuals with high trait 
preference for System II Thinking (i.e., high Need for Cognition) would more 
carefully execute a privacy calculus and mainly rely on this risk-benefit trade-off when 
deciding (H6a, H6b, H6c), while individuals with high trait preference for System I 
Thinking (i.e., high Faith Into Intuition) were theorized to overleap situation-specific 
risk and benefit considerations (H7). In this regard, empirical results of Study 1 
showed individuals with high trait preferences for System II Thinking to perceive 
higher situation-specific risks, and mediation analysis revealed situational privacy 
calculus variables to indeed fully mediate the relationship between Need for Cognition 
and Intention to Disclose Private Information. Faith into Intuition, in contrast, was 
found to be directly associated with one’s disclosing intention, but not with 
situation-specific risk and benefit considerations. As such, Study 1 largely supported 
the hypothesis that trait preferences for System I or System II may indeed modulate 
the extent to which individuals execute a privacy calculus, with individuals high in 
System I Thinking weighing risks and benefits in a less careful manner, or even 
overleaping analytic considerations of a privacy calculus. 

These findings suggest that the privacy calculus, although offering a useful framework 
for analyzing privacy decisions of some individuals, may be less suited for others. 
Specifically, individuals who mostly rely on System I Thinking may omit or overleap 
analytic considerations and decide based on their hunches rather than anticipating and 
weighing risks and benefits connected to data disclosure. Notably and in line with dual 
process theory (cf. Section 2.4.1), this may not necessarily lead to more conservative 
decisions. Indeed, Study 1 revealed a negative path coefficient between Faith into 
Intuition and Intention to Disclose Private Information, indicating that individuals with 
high trait preference for System I Thinking were less likely to disclose private 
information to the IS. Yet, one may postulate that individuals high in Faith into 
Intuition might be more easily persuaded by characteristics of the data-requesting 
situation (such as emotional appeals, cf. Section 2.4.2.2), even if they are highly 
worried on potential data misuse or privacy decisions. That is, while dual process 
theory assumes all individuals to possess and uses both systems of thinking in steady 
interaction (cf. Section 2.4.1), individuals who are more likely to take the intuitive 
route might be more vulnerable to targeted manipulations of System I. Thus, besides 
highlighting the validity of a dual process approach in privacy decision-making, the 
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findings imply that researchers could more strongly consider individual differences in 
cognitive processing as an important predictor or moderator to the processes that 
underlie privacy decision-making.  

8.1.3.2 Mood States 

With regard to Mood States, it was predicted that individuals would perceive lowered 
risks and higher benefits when in positive as opposed to a negative mood due to 
System I activation (H8a, H8b). Addressed in Study 2, a significant negative path 
coefficient between the participants’ current mood state and Situation-Specific 
Perceived Risks indicated that individuals who had watched a happy movie clip were 
indeed more likely to perceive lower risks as compared to individuals who had seen a 
movie clip with sad content. Basically, this result is in line with a dual process 
perceptive on privacy decision-making: Assuming that a positive mood leads to more 
superficial processing of arguments and is thus more likely associated with System I 
Thinking (cf. Section 2.4.2.2), the findings indicated that inducing a positive mood led 
to lowered risk perceptions in a situational privacy calculus. Thus, the findings support 
the notion of a dual process perspective in the context of privacy decisions, implying 
situational privacy decisions may be impacted by intuitive processes and “affective 
and cognitive factors and their relationships at a specific level over and above that of 
general privacy concern” (Li et al. 2011, p. 9). 

Importantly, it was shown that a mood induction procedure using unrelated film 
material was effective in evoking such effects. Referring to (1) a large number of 
studies showing mood-congruency effects in different contexts (cf. Section 2.4.2.2), 
and (2) the definition of mood states as weak, yet enduring emotional states (ibid.), it 
becomes likely to assume that individuals (1) may be impacted by their current mood 
when taking privacy decisions in their everyday life, and that (2) the influence of 
Mood States may persist over a set of consecutive privacy-related decisions. As such, 
Mood States may constitute an important moderator of privacy decisions that scholars 
should more thoroughly consider when investigating the cognitive processes that 
underlie privacy decisions. In particular, requesting information at different points in 
time may lead to different results, given that a person’s mood state may vary across 
situations due to variables that are unlikely connected to the decision at hand, such as 
the current weather (Hirshleifer and Shumway 2003). 
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8.1.3.3 Affect Heuristic 

Aiming to demonstrate the interplay of System I and System II considerations in 
privacy decisions-making, it was hypothesized that individuals may only rely on 
analytic considerations if a System I cue is absent, while the presence of a strong 
System I cue may entail biased risk and benefit perceptions. In particular, it was 
predicted that Information Sensitivity would serve as an analytic cue in this regard, 
leading individuals to perceive higher risks and lowered benefits if an IS claims to 
require more sensitive information for optimal functioning (H9a, H9b). At the same 
time, however, it was also predicted that individuals would forgo these considerations 
under positive Affect, given that Affect was found to serve as a powerful trigger of 
System I Thinking (H10a, H10b, cf. Section 2.4.2.2). Addressed in Study 3, these 
assumptions were fully supported for the risk side of a situational privacy calculus. 
That is, Situation-Specific Perceived Risks were found to depend on Information 
Sensitivity under neutral Affect conditions, while risk perceptions were independent 
from Information Sensitivity when an IS was presented in an affect-raising manner. As 
such, the results imply that individual risk perceptions may indeed be impacted by the 
interplay of System I and System II Thinking. 

Notably, these results do not only add to the basic notion of a dual process approach in 
privacy decision-making, but also demonstrate how System I and System II Thinking 
may interplay in shaping privacy perceptions and decisions. Specifically, the findings 
suggest that superficial attributes of an IS, such as a user interface that evokes positive 
affect, may be sufficient to evoke risk considerations that are not necessarily driven by 
analytic considerations. In contrast to hypotheses H8a and H8b, focusing on the 
potential of mood states in shaping privacy decisions on a global level that is hardly 
susceptible, moreover, these findings imply that designing an IS in an affect-raising 
manner may suffice to override analytic considerations of a situational privacy 
calculus, and persuade individuals to disclose more information than under neutral 
conditions. Given that, moreover, the generality of this effect was demonstrated across 
two samples with different cultural background, these findings may encourage 
researchers to more intensively explore the boundaries of analytic thinking in the 
context of privacy decision-making. 
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8.1.3.4 Fluency Heuristic 

With regard to the role of Processing Fluency in shaping privacy decisions, it was 
hypothesized that the cognitive ease of processing a stimulus would more likely be 
associated with System I Thinking, thus leading to increased perceptions of risk and 
lowered perceptions of benefits, unless modulated by a strong System II response 
(H11a, H11b, H12a, H12b). In this regard, Study 4 revealed a significant interaction 
effect of Processing Fluency and Privacy Salience on Situation-Specific Perceived 
Benefits. In particular, participants perceived high benefits if Processing Fluency was 
high and Privacy Salience was low, while benefit perceptions were lowered in the high 
Privacy Salience condition. 

While underlining the suitability of a dual process approach to privacy 
decision-making by showing how System I and System II cognitions may interact in 
shaping privacy perceptions, this result may contradict earlier findings that showed 
that individuals are more willing to disclose private information if a cue signalizes 
high privacy protection (e.g. Hui et al. 2007; Larose and Rifon 2007; Tsai et al. 2011). 
That is, studies have repeatedly pointed to the potential of privacy messages in 
mitigating risk beliefs (e.g. Larose and Rifon 2007) or enhancing trust and benefit 
perceptions (e.g. Hu et al. 2010). Yet, the findings of Study 4 suggest that these effects 
may only occur if individuals rely on System II Thinking, i.e., when they are not 
influenced by a design that induces positive gut feelings with regard to data disclosure. 
As such, the result extends prior findings in information privacy research that 
commonly recommended privacy notices or seals as a silver bullet to consumers’ 
retention about data disclosure (Hui et al. 2007; Larose and Rifon 2007; Tsai et al. 
2011), and may encourage researchers in studying the context-specific effects of these 
potentially privacy-enhancing techniques and design strategies. 

With regard to the interplay of System I and System II in driving privacy 
decision-making, however, the results also highlight the complexity of these dynamics: 
While Study 3 had shown System I responses to be capable to override analytic 
considerations, Study 4 focused on the potential of analytic cues in overriding System 
I responses. That is, Study 3 reported Affect to mitigate the main effect of Information 
Sensitivity, while Study 4 reported Privacy Salience to mitigate the main effect of 
Processing Fluency. Given that dual process theory predicts System I and System II to 
constantly interact when individuals take decisions, one may expect the direction of 
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the yielded effects to rely on stimulus attributes such as strength or the temporality of 
presentation. That is, dual process theory predicts System I considerations to be 
activated first and only altered by System II cognitions if (1) System I responses are 
weak, and/or (2) System II responses are strong (cf. Section 2.4.1). Hence, a strong 
System I response may be capable to override subsequent weak System II cognitions, 
while a strong System II cognition may be capable to override preceding weak System 
I responses. While neither Study 3 nor Study 4 have systematically modified the 
strength of System I triggers, these dynamics may help to explain the results in these 
two studies. Assuming that both Affect and Processing Fluency have the same strength 
with regard to provoking a System I response, for example, one may hypothesize 
Privacy Salience to constitute a stronger stimulus with regard to System II activation 
than providing information about Information Sensitivity. As such, the results of Study 
4 may highlight the potential of different intervention techniques in overcoming the 
biased risk and benefit considerations caused by System I Thinking and may thus be of 
particular interest for researchers who strive to investigate methods and techniques to 
re-establish deliberation and lead individuals to more balanced privacy decisions. 

8.2 Theoretical Contribution 

While theoretical implications of every single research hypothesis have been discussed 
in the previous section, this Section will focus on the theoretical contributions of the 
thesis from a broader perspective. That is, the following Section will illustrate how the 
findings of this thesis may add to different streams of literature and thus advance 
scientific knowledge. Integrating two literature streams from different disciplines, in 
particular, the thesis at hand makes at least six contributions with regard to (1) 
literature on the privacy paradox, (2) literature on the privacy calculus, (3) literature on 
individual differences in information privacy research, (4) literature on bounded 
rationality in information privacy research, (5) IS literature on emotions and bounded 
rationality, and (6) cognitive psychology and CB literature. These distinct 
contributions are summarized in Table 8.2. 
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Table 8.2. Summary of Theoretical Contributions. 

Literature Stream Contribution 
Information Privacy Research 
Privacy Paradox Explained as an attitude-intention gap where (1) 

Dispositional Attitudes determine initial cognitions, but 
(2) may be overridden by situation-specific 
considerations. 

Privacy Calculus Provided a concise theoretical framework that considers 
Dispositional Attitudes and introduces Perceived Privacy 
and interdependent risk-benefit valuations as important 
extensions to the basic model. 

Individual Differences Argued that certain personality traits (such as Thinking 
Styles) may not only shape privacy perceptions, but 
constitute an important precondition to the careful and 
complete execution of a privacy calculus. 

Bounded Rationality Demonstrated the role of System I heuristics in shaping 
and overriding privacy thoughts and perceptions. 

Broader Impact 
IS Literature Highlighted the suitability of a dual process approach in 

driving user perceptions and behaviors, potentially 
encouraging scholars to explore these dynamics in 
different domains, such as IS adoption 

CB Literature Emphasized generalizability of basic dynamics of human 
cognition by applying them to a comparably unexplored, 
yet highly relevant field of research. 

8.2.1 Literature on the Privacy Paradox 

The overarching goal of this thesis was to shed light onto the factors that cause the 
privacy paradox. In this regard, the findings of the thesis imply the privacy paradox to 
result from biased intention forming. That is, the studies suggest that the small 
relationships between privacy concerns and disclosing behaviors may be caused by (1) 
biased cognitive valuation processes due to triggers System I Thinking, and (2) the 
relative valence of situation-specific considerations as compared to Dispositional 
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Attitudes. Based on these propositions, the privacy paradox could be described as an 
attitude-intention gap: While privacy-related, Dispositional Attitudes determine initial 
cognitions in a privacy decision-making situation, the intention to disclose or not 
disclose private information is primarily determined by situational cues (Li et al. 
2011). Stated differently, situation-specific considerations may partially or even fully 
override Dispositional Attitudes, leading individuals to neglect their preferences and 
principles if aspects of the current situation seem, for any reason, attractive and 
worthwhile. The valuation of a situation, in turn, may depend on factors of personality 
(such as a certain Thinking Style) emotional experiences that are unrelated to the 
decision at hand (such as a certain Mood State), emotional experiences that are closely 
linked to the current situation (such as Affect), or feelings of cognitive ease (such as 
Processing Fluency). By introducing a concise framework for privacy-decision making 
and testing these principles across four studies with different emphasis, the thesis 
uniquely adds to understanding and explaining the privacy paradox, denoted as one of 
the major challenges of current information privacy research in the IS domain (Goes 
2013; Smith et al. 2011). 

8.2.2 Literature on the Privacy Calculus 

Besides helping to explain the sources of the privacy paradox, the conceptual 
framework introduced in Section 3.1 has considered a few important extensions to the 
basic privacy calculus model that have been rarely accounted for by prior research (cf. 
Section 2.3). In particular, the thesis strictly distinguished between Dispositional 
Attitudes and situational considerations, showed General Institutional Trust to 
constitute a second Dispositional Attitude besides privacy concerns, found convergent 
evidence on the interdependence of situational risk and benefit considerations, and 
introduced Perceived Privacy as a construct that reflects a momentary state of privacy. 
As such, the findings of this research may uniquely add to the knowledge on the role 
of different privacy-related constructs, and may support scholars in investigating their 
interplay when studying privacy decisions. In this regard, the conceptualization of 
privacy constructs as introduced in Section 3.1 may serve as a useful framework for 
further empirical investigation and theory-building. 
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8.2.3 Literature on Individual Differences in Privacy Research 

The findings of this thesis do not only add to the understanding of privacy decisions in 
a concrete situation, but also contribute to literature that investigates the relationships 
between privacy constructs and personality traits, such as the big five (Bansal et al. 
2010), or self-construal (Xu 2007). Most of these studies have focused on the 
moderating role of personality traits in shaping privacy perceptions. The findings of 
this thesis, in contrast, suggest that cognitive processing of privacy constructs may 
differ between individuals, and that certain individuals may even completely omit the 
consideration of some constructs when taking privacy decisions. As such, Thinking 
Styles may not only constitute an important moderator of privacy decision-making, but 
a necessary precondition to the complete and error-free execution of a privacy 
calculus. Hence, the findings of this thesis may lay a fruitful ground for further 
research on individual differences in cognitive processing of privacy constructs, and 
help to explore the boundaries of a privacy calculus perspective in this regard. 

8.2.4 Literature on Bounded Rationality in Privacy Research 

Furthermore, the findings of this thesis uniquely add to the increasing stream of 
literature that analyzes the role of bounded rationality in privacy decision-making. 
While prior studies have mainly focused on cognitive phenomena that modulate 
analytic thinking (such as salience shifting, Johnson et al. 2002), this thesis has 
emphasized the role of System I Thinking as a second parallel mode of cognitive 
processing. That is, it was demonstrated that emotions and gut feelings may 
subconsciously shape perceptions of privacy risks and/or privacy benefits. While the 
findings are in line with prior research that linked positive emotions to lowered 
perceptions of risks (Li et al. 2011), higher intention to disclose information (Anderson 
and Agarwal 2011) or increased trust (Wakefield 2013), they also make an important 
contribution to the restricted privacy literature on bounded rationality and affective 
thinking in (Goes 2013; Nyshadham and Castano 2012; Nyshadham and van Loon 
2014). That is, in contrast to earlier studies, (1) Studies 2-4 used an experimental 
approach to induce System I Thinking, and (2) Studies 3 and 4 have demonstrated 
System I processing to be capable to not only shape, but even override analytic factors. 
Given that information privacy research has predominantly regarded privacy decision-
making as an analytic process, the findings of this thesis may open a new avenue for 
the investigation of subconscious cognitive heuristics in this context. 
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8.2.5 IS Literature on Emotions and Bounded Rationality 

While the outline of this thesis focused on a very specific phenomenon, namely 
privacy decisions, its results may also influence IS scholars who work in other 
domains. Specifically, researchers who aim to investigate the factors that lead 
individuals to adopt and use a specific IS have often relied on models that emphasize 
analytic, rational considerations. For example, the technology acceptance model 
(Davis and Venkatesh 2004; Venkatesh et al. 2003) uses notions of the theory of 
planned behavior (Ajzen 1985) and builds on perceptions of usefulness or perceptions 
of ease of use (Davis and Venkatesh 2004; Venkatesh et al. 2003) as drivers to IS 
adoption, while IS success models (Petter et al. 2013; Petter and McLean 2009; 
Wixom and Todd 2005) regard system use as an outcome of different quality 
dimensions (e.g. system quality) associated with a particular IS. Implicitly, these 
prominent approaches emphasize a user’s capability to estimate and assess the 
advantages and disadvantages that accompany IS adoption, and to correctly evaluate 
its quality for everyday use. In contrast to these models, commonly associated with the 
use of IT in the context of business organizations (Hevner et al. 2004), different 
streams of literature have more thoroughly highlighted the potential of ISs in guiding 
users’ emotional and motivational responses, e.g. by evoking feelings of enjoyment 
(van der Heijden 2004), or by offering an appealing design (Sonderegger and Sauer 
2010). Only recently, however, IS scholars have started to systematically integrate 
these perspectives and to establish a more differentiated view on non-analytic user 
characteristics and their role in the context of IS (e.g. Beaudry and Pinsonneault 2010; 
de Guinea and Markus 2009; Gerow et al. 2013; Johnston and Warkentin 2010; 
Venkatesh et al. 2012; Zhang 2013). In this regard, this thesis may contribute to the 
ongoing interest of researchers in understanding how motivational and emotional 
aspects drive user perceptions, decision-making, and behaviors (Zhang 2013). In 
particular and to the knowledge of the author, only one prior work has explicitly 
accounted for a dual process perspective in the context of IS adoption (van der Heijden 
2013), thus rendering bounded rationality and subconscious cognitive heuristics a 
largely unexplored field in the IS community (Goes 2013). 

8.2.6 Cognitive Psychology and CB Literature 

Relying on a dual process approach to privacy decision-making, this thesis has applied 
findings from fundamental psychological research to a very specific context. In 
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particular, the results have shown that individuals’ risk and benefit perceptions follow 
their personality structure, current emotions, or gut feelings when confronted with an 
IS, and that the basic dynamics of human cognition and behavior may be transferred to 
a situation where individuals are requested to disclose private information. While 
psychological and CB literature has thoroughly and broadly engaged in investigating 
risk attitudes and behaviors (see Figner and Weber 2011 for a review), the examination 
of privacy decisions as an example of such situated risk decisions has been rarely 
accounted for (Acquisti and Grossklags 2008). Hence, this thesis may help to open a 
new avenue for scholars interested in advancing theory by studying the dynamics of 
personality and situation in the privacy context, a domain of particular interest due to 
its high societal and economic relevance (cf. Section 1.1). 

8.3 Practical Contribution 

The results of this research also have important managerial and public policy 
implications. In particular, the findings of this thesis may help practitioners in 
understanding when and to what extent consumers are willing to disclose private 
information. Although the results indicated that Dispositional Attitudes may affect 
disclosure intentions, they also show that these dispositions may operate through a 
situation-specific privacy assessment. Hence, practitioners aiming to collect personal 
information or protect personal privacy need to understand how consumers weigh risks 
and benefits in a particular moment. Specifically, the results indicated that a situation-
specific privacy decision may be impacted by two set of factors: First, aspects that are 
not directly connected to the situation at hand, such as a person’s Thinking Style or a 
person’s current mood, and second, factors that originate in the situation itself, such as 
an affect-raising design or a user interface that can be processed in a highly fluent 
manner. Implications of these results for (1) marketers, (2) IS practitioners, and (3) 
policymakers are summarized in Table 8.3 and explicated in the following. 



General Discussion 

 
116 

 

Table 8.3. Summary of Practical Contributions. 

Stakeholder Contribution 
Marketers In order to get more data, control or enhance consumers’ 

affective states or gut feelings when they use your 
product. Avoid enhancing salience on privacy issues and 
explore different means to benefit from the dynamics 
explored in this thesis. 

IS Practitioners In order to protect individuals’ privacy, use 
personalization and right-in-time actions to enhance 
deliberate privacy decisions among users. 

Public Policymakers Put more emphasis on interventions that help individuals 
to take decisions in a particular situation, rather than 
focusing on privacy protection after data has been 
collected already. Principles of transparency and control 
may be less suited if privacy decisions are regarded 
through this situational lens. 

8.3.1 Implications for Marketers  

For marketers, the results indicate that a firm may be more likely to gain access to 
personal information when it manages to create an environment that may either (1) 
elicit positive emotional reactions or positive gut feelings directly, or (2) take 
advantage of a person’s current constitution when he or she is confronted with a 
privacy situation. As such, the results of this thesis may offer firms an initial toolset 
for the targeted elicitation of consumer reactions that provoke more liberal data 
disclosing behaviors.  

For example, online marketers may systematically analyze referrer websites in order to 
infer a consumer’s current mood, and adapt the own offerings accordingly. That is, 
firms may personalize their websites to meet the current emotional state of a visitor, 
e.g. by providing more elaborated, risk-reducing arguments to individuals in a 
negative, and more superficial, entertaining arguments to individuals in a positive 
mood state (cf. Section 2.4.2.2). Similarly, marketers may carefully select the material 
that accompanies the presentation of a product or brand in order to successfully 
mitigate consumers’ risk perceptions. For example, the findings of this thesis underline 
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the importance of using affect-raising screenshots when launching a new mobile 
application. Given that individuals are required to rely on a few parameters only when 
downloading an app from an app store (Gage et al. 2013), one may expect the risk-
reducing effect of positive Affect to be highly effective in this context. With regard to 
Processing Fluency, the findings highlight the role of easy-to-process brand or product 
communication material in evoking higher benefit perceptions. Specifically, not 
alluding to a privacy policy or other privacy-relevant issues may be a convincing 
strategy in this regard. Indeed, recent studies have shown that some large internet 
companies have started to re-label privacy-related dialogues accordingly, striving to 
avoid the word “privacy” as a potentially risk-raising and benefit-mitigating cue to 
decision-making (Adjerid et al. 2014).  

Besides, marketers may be interested in exploring mechanisms other than video 
material or user interface to evoke similar consumer reactions. That is, the thesis at 
hand has used a restricted toolset to induce positive emotions or positive gut feelings, 
while prior literature has pointed to a large variety of methods to achieve this goal 
(Coan and Allen 2007; Evans 2008). For example, Song and Schwarz (2009) found a 
rollercoaster to evoke lower risk perceptions if it was easy to pronounce (i.e., if it 
induced high Processing Fluency), indicating that using an adequate, easy-to-process 
product or brand name may be sufficient in evoking positive gut feelings that may be 
equally associated with lower risks in a privacy context. 

8.3.2 Implications for IS Practitioners 

On the other hand, the findings may also be supportive for IS practitioners who aim to 
develop artifacts and recommender systems for privacy protection (Knijnenburg and 
Kobsa 2013; Xu et al. 2012). In contrast to many other studies that highlighted the 
importance of procedures that help to mitigate privacy concerns or enhance trust 
beliefs (e.g. Hui et al. 2007; Larose and Rifon 2007; Tsai et al. 2011), the findings of 
this thesis emphasize the role of personalization and right-in-time actions that may 
help individuals to classify privacy-related risks and privacy-related benefits just as 
data is requested in a particular moment. Stated differently, ensuring privacy 
protection for a whole website or service may be helpful to increase trust and mitigate 
privacy concerns on a general level. However, it may not ensure individuals to behave 
accordingly when requested to disclose private information while browsing the 
website or using the service. 
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For example, actions that target a more intense examination of privacy risks and 
benefits, such as providing privacy-related information, recommendations on privacy 
settings, or privacy policies, might only be helpful for individuals with a high 
preference for System II Thinking, while they are more likely “clicked away” (Böhme 
and Köpsell 2012) if individuals are not executing a complete risk-benefit trade-off. 
That is, Study 1 has demonstrated that individuals who are driven by System I 
Thinking may skip or overleap deliberate risk and benefit considerations, potentially 
rendering them more vulnerable to situation-specific manipulations that target 
affective responses or positive gut feelings (cf. Studies 2-4). Seeking to develop tools 
that protect individuals from overdisclosure, therefore, IS practitioners could consider 
personalizing these tools to fit a person’s Thinking Style. Urban et al. (2009), for 
example, introduce a framework that may support developers in this regard, showing 
how different design layers may be used for deliberate as opposed to intuitive thinkers. 
Besides, practitioners could consider right-in-time techniques to re-establish 
deliberation in a given situation, such as reducing affective reactions or enhancing 
Privacy Salience by modulating a website’s design or its content. For example, 
enhancing the amount of required interactions in a privacy dialogue was shown to 
entail more negative feelings and a lower satisfaction with a privacy decision (Korff 
and Böhme 2014), thus potentially entailing decisions that are more thoroughly driven 
by careful consideration rather than gut feelings. In this regard, user scripts (Pilgrim 
2005) have proven highly effective in client-based manipulation of websites at 
runtime, and offer a vast number of possibilities to actively reduce, extend, or alter 
website contents while showing them in the browser. 

8.3.3 Implications for Policymakers 

At the same time, the findings may have important implications for public policy 
decisions. That is, while researchers have argued that consumers are increasingly 
concerned about protecting personal information (Pavlou 2011; Smith et al. 2011), the 
findings suggest that individual decisions may be more thoroughly driven by situation-
specific cues. For example, the results of Study 2 and Study 3 suggest that a simple 
manipulation of a person’s current mood or affective reaction may be sufficient to 
override these concerns and may lead consumers to disclose personal information that 
they would not necessarily agree to disclose in a more balanced affective state. 
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Similarly, findings of Study 4 imply that individual decision-making with regard to 
information disclosure may be influenced by design cues of an IS’s user interface.  

Importantly, developing ISs and user interfaces that aim to elicit positive emotions or 
fluent experiences is not an unrealistic practice, but a common goal for commercial 
organizations. For example, creating positive emotional responses with regard to a 
product or application is essential in designing positive user experiences (Beaudry and 
Pinsonneault 2010; Hassenzahl et al. 2010; Norman 2005), in changing consumer 
behavior (Kehr et al. 2012; Kehr et al. 2011), in enhancing brand attitudes and brand 
trust (Xingyuan et al. 2010), or in improving product liking and sales (Landwehr et al. 
2013). While modulating a product’s interface is a common approach to evoke 
emotional reactions, however, feelings with regard to a brand or company may not 
only be influenced by a product’s superficial attributes. In a massive field study 
conducted on Facebook, for example, Kramer et al. (2014) showed that filtering 
content on social media newsfeeds may also influence users’ emotions in a positive or 
negative manner, and even lead them to share posts that correspond to their current 
feelings. That is, individuals that were exposed to a higher percentage of emotionally 
touching, positive messages tended to also post more positive messages, while 
individuals exposed to emotionally negative messages were more likely to share their 
negative thoughts and feelings through Facebook. As such, the findings of this thesis 
may highlight the potential downsides of this “emotional design” (Norman 2005) 
perspective by showing that emotional responses and positive gut feelings may not 
only influence a consumer’s willingness to buy, but also his or her willingness to 
disclose personal information. That is, the results suggest that organizations may use 
the same mechanisms to convince individuals to not only spend money, but also to 
provide more data.  

From this perspective, the results may have important implications for the broader 
literature on information privacy policies and the ethical behavior of firms (e.g. Culnan 
and Williams 2009; Stahl 2012; Walsham 1996). Most of this research has focused on 
the problems that may arise after firms have collected information, including the reuse 
of personal information without the explicit consent from the consumer, or reselling 
private data to third parties (Conger et al. 2013; Culnan and Williams 2009; Pavlou 
2011). Apart from identifying these problems, prior research has also developed 
recommendations on how firms can integrate ethical considerations into their privacy 
policies (Culnan and Williams 2009), and how systems could be designed in order to 
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protect consumers’ privacy (Gürses et al. 2011; Rost and Bock 2011; Schaar 2010). 
The findings of this thesis may provide an extended perspective on this discussion.  

For example, the so-called “New Deal on Data” (Pentland 2009) is organized around 
the idea of increasing the controllability of data sharing for end consumers. That is, 
this approach argues that individuals should have the right and possibility to control 
and track data flows of their personal information, and to withdraw personal 
information from public and institutional databases at any time if they feel that their 
privacy is being invaded (ibid.). While this approach may help consumers to identify 
and counteract data breaches and strengthen a potential “right to be forgotten” 
(Ausloos 2012), the findings of this thesis suggest that enhancing transparency and 
control over personal information may not necessarily hinder individuals from 
disclosing information in a potentially disadvantageous way when confronted with a 
concrete, data-requesting situation. In Study 3, for example, the amount, quality and 
purpose of the requested data was highly transparent (cf. Section 4.1.2) – participants 
were informed about the type of data requested (e.g. information about car location) as 
well as the involved stakeholder (insurance firm), and were provided a vague, yet 
realistic purpose of data collection and analysis (“internal purpose”). Still, when 
confronted with a cue that was designed to elicit positive emotions, their risk 
perceptions became independent from these considerations (cf. Section 6.2.3.3). 
Hence, the findings of this thesis imply that principles of transparency and control may 
constitute necessary, but not sufficient conditions with regard to legislations that aim 
to protect personal privacy. 

As such, while existing approaches have mostly examined how to protect consumers 
after information has been collected, the results of this thesis indicate that 
policymakers may also need to think about how to protect consumers before or while 
their personal information is being collected. For example, Study 4 used a comparably 
subtle, “right-in-time” intervention to enhance one’s salience about privacy issues, and 
showed this practice to be effective in mitigating benefit perceptions in a highly fluent 
environment (cf. Section 7.2.3.2). As such, subtle, “nudging” (Acquisti 2009) 
intervention techniques may allow consumers to make more balanced decisions with 
regard to their personal data just as consumers are about to take a certain decision. 
This may, for example, involve legislations on a “privacy as a default” (Gürses et al. 
2011; Johnson et al. 2002; Schaar 2010) principle where the default setting is to not 
share anything with anyone, or legislations that force organizations to repeatedly refer 
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to consumers’ privacy in situations that require data provision. With regard to the 
latter, policymakers may adapt current legislations from other fields to a privacy 
context, or consider other theoretical concepts that may drive privacy protecting 
behaviors. For example, German legislation prescribes e-commerce providers to 
explicitly inform consumers about purchasing costs by labeling buttons accordingly 
(e.g. "order with costs", BGB 2012), and research suggests that individuals may 
thoroughly protect their personal information when developing feelings of possession, 
or “feelings of ownership” (Cichy et al. 2014; Spiekermann et al. 2012) with regard to 
their data. As such, instructing organizations to repeatedly inform consumers that they 
are the legal possessors of their personal information, and that they sell this property 
when disclosing it, may help to enhance privacy salience and protecting behaviors of 
end consumers. 

8.4 Limitations and Future Work 

Although the data generally supported the proposed conceptual model, several 
limitations of the work need to be noted. In the following, constraints with regard to 
(1) the chosen approach and study design, (2) the operationalization and measurement 
of constructs, (3) the obtained results and non-supported hypotheses, (4) alternative 
explanations of the privacy paradox, and (5) the underlying paradigm of voluntary 
disclosure will be discussed, and suggestions for scholars aiming to overcome these 
constraints will be summarized. 

8.4.1 Study Design 

All four studies were planned and conducted as cross-sectional experiments and used 
product scenarios rather than real products as study material. That is, rather than using 
a fully functional, interactive IS that individuals could actually use over a certain 
amount of time, textual and/or pictographic information on the IS’s look and feel was 
provided. While such scenario-based approaches are (1) widely accepted in social 
sciences and the IS community (Anderson and Agarwal 2011; Davis and Venkatesh 
2004), and (2) usually associated with high internal validity due to the amount of 
control that experimenters may exert in such setups (Jarvenpaa et al. 1985), it can be 
assumed that using more naturalistic scenarios, real products, or real-world 
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environments could have substantially enhanced the findings’ external validity, i.e. 
their validity with regard to real-life decisions (ibid.). 

In particular, decisions in naturalistic settings are known to be impacted by a vast 
number of factors that have not been accounted for in this thesis. For example, privacy 
decisions are rarely bounded to an isolated situation or a restricted set of data types, 
but occur constantly and may require a broad range of information: Using Facebook, 
for example, consumers need to constantly and repeatedly decide whether they want to 
share a picture, post a comment, or like a product (Nadkarni and Hofmann 2012), and 
a mobile application may require individuals to provide registration information when 
downloading the app, generate a profile when using social features, or share the 
current geolocation when using location-based services (Keith et al. 2013). Since 
longitudinal approaches place high requirements with regard to resources and study 
planning (Kehr and Kowatsch 2015), these temporal dynamics could not be accounted 
for in this thesis. Yet, a study comprising disclosing behaviors within a real product 
over a certain amount of time would substantially help to validate and extend the 
dissertation’s findings by exploring (1) the temporal stability of dispositional factors 
and (2) the relative importance of situational factors in different situations.  

With regard to the former, the conceptualization of privacy concerns and trusting 
beliefs as dispositional implicitly presumes that such attitudes may exert similar 
influence on different situations at different points in time. Stated differently, a person 
who is highly concerned about privacy issues should rely on this general tendency in a 
similar manner across multiple situations, implying overriding patterns of situational 
as opposed to dispositional factors (as investigated in Studies 2 and 3) should be 
equally observable in different situations and at different points in time. Therefore, a 
longitudinal perspective could substantially help to confirm or falsify assumptions on 
the dispositional nature of privacy-related attitudes. With regard to the latter, dual 
process approaches argue that individuals may more thoroughly rely on System I 
processing if a situation arouses associations with prior learning experiences (Evans 
2008; Evans and Stanovich 2013). That is, individuals tend to decide more intuitively 
when confronted with cues that ignite feelings of familiarity (ibid.). As a result, 
repeatedly exposing individuals to the same stimulus (e.g. a product or website) may 
lead to more positive affective responses (Reber et al. 2004), mitigate privacy concerns 
(Li 2014), or contribute to the formation of decision routines and habits (Evans 2008; 
Simon 1979). At the same time, individuals may start to internalize System II 
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processes over time, implying that repeated exposure may cause individuals to devote 
less cognitive capacity when processing a stimulus (Oppenheimer and Alter 2013). 
With regard to privacy decisions, therefore, one may assume individuals (1) to more 
thoroughly rely on situational System I cues in similar situations as time elapses, and 
(2) to become less attentive to System II triggers that may help to re-establish 
deliberation. As such, applying a longitudinal perspective could substantially help to 
uncover the relative importance of System I triggers over time, and thus contribute to 
explaining the dynamics of a dual process perspective in the context of privacy 
decisions. Besides, regarding privacy decisions through a temporal lens would 
substantially add to the privacy literature, given that only a very scarce number of 
longitudinal studies exist in this field (see Milne and Culnan 2002 for one of the few 
exceptions). 

8.4.2 Measurement Issues 

Emphasizing the subjectivity of perceptions, attitudes and behaviors, this thesis has 
primarily operationalized constructs of interest using self-report measures. 
Additionally, most constructs have been regard as latent (i.e., as non-observable 
through direct means, Bagozzi 2011) and have been assessed using multiple items. 
While this approach is widely applied in IS research (Bagozzi 2011; Gefen et al. 2000; 
Gefen et al. 2011) and seemed highly valuable to the given context, potential 
limitations with regard to (1) the selection of items, (2) measurement reliability and 
validity, and (3) the suitability of the chosen approach in inducing and measuring 
System I processes may arise. 

8.4.2.1 Item Selection 

It is worth mentioning that slightly different scale and questionnaire versions have 
been used across studies: For example, Study 3 used three items to operationalize 
general privacy concerns, while the same construct was measured by only two items in 
Study 2 (cf. Appendix 2-5). Similarly, item count as well as formulations of Situation-
Specific Perceived Benefits varied across studies, ranging from four items in Study 1 
to three items in Studies 2-4, and Intention to Disclose Private Information was 
measured via a Likert scale in Study 2, while a semantic differential was deployed in 
Studies 1, 3, and 4. Hence, item selection and operationalization followed a 
comparably pragmatic approach – i.e., items that were rated as most suitable with 
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regard to the respective study context were chosen from prior studies and adapted 
accordingly. However, this selection procedure led to an inconsistent measurement of 
constructs that may restrict construct validity and impede effect comparisons across 
studies. For example, the construct “Situation-Specific Perceived Benefits” measured 
in Study 1 might be slightly different from the same construct measured in Study 4 
since different items were used for its assessment, and thus, associated effects should 
be interpreted and compared with care. Besides, this argument highlights the need for 
(more) standardized, well-validated and commonly applied measurement instruments 
that allow for a systematic and error-free comparison of effects across studies 
(MacKenzie et al. 2011; Straub et al. 2004). 

8.4.2.2 Measurement Reliability and Validity 

Despite the fact that measurement models overall yielded sufficient to excellent results 
in each of the four studies, some discrete items showed comparably small loadings on 
their correspondent factors, indicating that items did not properly reflect underlying 
latent variables (e.g. RISK4, BEN3, INT3 in Study 2 or CONC3 of the Swiss sample 
in Study 3). Consequently, only a small portion of variance in these items could be 
explained by the correspondent latent factor, thus restricting convergent validity in the 
respective measurement models. Interestingly, such patterns seemed to primarily occur 
in German-speaking samples, indicating that these validity-restricting issues may have 
resulted from biased scale translation. That is, German-speaking participants might 
have had a different understanding of certain items or wordings, even though it had 
been attempted to assure semantic equivalence across languages by carefully 
validating item translations with the assistance of an English native speaker 
(Karahanna et al. 2002). Similar to the argument in Section 8.4.2.1, this result 
underlines the necessity to measure privacy constructs via well-validated and 
standardized measurement instruments, and points to a lack of multilingual 
instruments in this regard. Stated differently, validated translations of established 
privacy scales, such as the Internet Users’ Information Privacy Concerns scale 
(Malhotra et al. 2004), are still missing, aggravating cross-cultural research and 
comparison of results across studies (Geisinger 1994). 

Additionally, bivariate correlations between constructs were often notably high – 
especially between situational privacy calculus variables. For example, the correlation 
between Situation-Specific Perceived Risks and Intention to Disclose Private 
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Information ranged from -.64 (in Study 4) to -.80 (in Study 2), pointing to limitations 
of the measurement items in accurately reflecting differences between latent variables. 
From a methodological viewpoint, this threat to discriminant validity may be e.g. 
caused by artificially inflated correlations due to common method variance (Podsakoff 
et al. 2003). Hence, it may be possible that individuals systematically over- or 
underrated certain constructs due to the mere fact that these constructs were all 
assessed via the same method (i.e., self-reports). While such methodological artifacts 
cannot be fully excluded as a primary cause of the yielded relationships, all studies (1) 
met or exceeded thresholds of discriminant validity, and (2) used established 
techniques to control for the potential impact of common method variance. As such, 
the high correlations between situational privacy calculus variables may be also 
attributed to a real effect rather than a methodological artifact. That is, the result may 
reflect the restricted capabilities of individuals in properly distinguishing risks, 
benefits and disclosing intentions, and may hence support previous arguments on (1) 
the interdependence of risk and benefit perceptions as analyzed in Studies 1-4, and (2) 
the tendency of some individuals to skip or overleap a situational privacy calculus (cf. 
Study 1). 

8.4.2.3 Induction and Measurement of System I Processes 

Given that System I processes are associated with automatic associations and occur in 
a rather holistic manner (cf. Section 2.4.1), one may challenge the suitability of the 
chosen stimulus material in inducing the desired constructs. For example, feelings of 
fluency may automatically activate positive Affect (Orth and Writz 2014), rendering it 
difficult to distinguish these concepts in an experiment that relies on comparably 
realistic stimulus material (such as screenshots of an IS, cf. Section 7.1.2.1). As such, 
while the development of the stimulus material attempted to follow established 
theoretical and methodological standards, alternative explanations due to confounding 
variables have to be considered. For example, one may assume that the stimulus 
material used in Study 4 may have more thoroughly activated positive Affect, 
challenging the assumption that a highly fluent cue would suffice in increasing 
individuals’ benefit perceptions with regard to privacy. In this respect, the results of 
this thesis may be interpreted as preliminary findings with regard to the role of System 
I processes in shaping privacy decisions, and more research is needed that attempts to 
carefully separate the causes and effects in (perhaps more fundamental) experimental 
setups. 
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Besides, a defining characteristic of System I processes is the restricted capability of 
individuals to access them on a conscious base (cf. Section 2.4.1). That is, dual process 
theory predicts individuals to automatically and implicitly develop gut feelings 
towards an object that may shape preceding decisions and behaviors on a subconscious 
rather than deliberate base (cf. Section 2.4.1). Hence, scholars have repeatedly pointed 
to the limited validity of studies that aim to assess implicit processes via self-reports 
(Hofmann et al. 2005; Robinson and Clore 2002), arguing that asking individuals 
about System I responses might undermine correspondent effects (ibid.). For example, 
answering a question about one’s current feelings may require conscious cognitive 
effort that is typically associated with System II. As a consequence, individuals may 
become more aware of their current emotions, and engage in a more deliberate 
decision-making process by intentionally suppressing System I responses when 
deciding. Indeed, studies in psychology and CB literature have shown that 
mood-congruency or gut liking effects may vanish if individuals are instructed to 
consciously attribute their feelings to a preceding cause (e.g. Pocheptsova et al. 2010, 
study 3; Schwarz and Clore 1983). Given that Studies 2-4 relied on self-report 
instruments when measuring Mood States, Affect, and Processing Fluency, the 
findings of this thesis might be equally affected by these dynamics. Concretely, the use 
of self-report instruments might have led individuals to consciously reflect on their gut 
feelings, entailing risk and benefit valuations that might have been more thoroughly 
impacted by System II processes than by genuine System I Thinking. In a similar vein, 
privacy calculus variables were assessed by self-report instruments, potentially causing 
individuals to more intensively reflect on risk and benefits than they actually would 
when taking a decision under real-life conditions. Put differently, the stimulative 
nature of the questionnaires used in this thesis might have caused a systematic bias of 
study results towards more deliberate thoughts and decisions. From this perspective, it 
might be highly valuable to replicate and extend the findings of this thesis using more 
objective and unobtrusive measurement methods. For example, the advancing field of 
Neuro-Information-Systems (NeuroIS) offers feasible approaches with regard to the 
objective and non-obtrusive measurement of affective states that occur while using ISs 
(Dimoka et al. 2012). 
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8.4.3 Non-supported Hypotheses 

While hypothesized relationships and group differences presented in Section 3.2 could 
be largely confirmed by empirical investigations, specific research hypotheses 
remained unsupported (cf. Table 8.1). In particular, Study 1 revealed a positive 
relationship between Need for Cognition and Situation-Specific Perceived Risks, while 
the correspondent hypotheses with regard to benefit perceptions was insignificant. 
Similarly, Studies 2 and 3 showed emotional triggers to only affect risk perceptions, 
while Study 4 showed fluent experiences to primarily impact the benefit side of a 
situational privacy calculus. In this regard, the results of this work should be 
interpreted as a preliminary trial to investigate the role of System I Thinking in privacy 
decision-making, and more research is needed to confirm or falsify the validity and 
generalizability of the findings in this thesis. 

Specifically, the outline of this thesis relied on the presumption that (1) individuals 
may not be capable to process risks and benefits independently, and that (2) a 
situational privacy calculus may be more thoroughly associated with System II 
cognitions, given that considering risks and benefits requires conscious cognitive 
effort. Applying a dual process perspective, it was therefore expected that triggers of 
System I/System II Thinking would affect a person’s risk and benefit perceptions in a 
similar, yet reversed manner – for example, it was hypothesized that emotional 
reactions would lead to risk underestimation and benefit overestimation (cf. Section 
3.2.3). However, one may also presume that risks and benefits may be processed and 
evaluated differently, depending on the context, trigger of interest, or theoretical 
approach.  

For example, Study 4 was the only study to use a health website as a context of 
investigation, and also the only study that found triggers of System I Thinking to 
primarily impact benefit rather than risk perceptions (cf. Table 8.1). Hence, one may 
assume emotions or gut feelings to shape either risk and/or benefit perceptions in a 
fairly context-specific manner, thus emphasizing the situated and contextual nature of 
privacy decisions (Acquisti et al. 2015; Smith et al. 2011). Apart from contextual 
differences, one could hypothesize that specific triggers may impact either risk or 
benefit considerations in a specific manner. That is, it could be presumed that different 
triggers of System I Thinking may indeed affect risk and benefit considerations in a 
unique way, with some stimuli primarily affecting risk perceptions (Studies 2 and 3), 
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and others mostly impacting benefit perceptions (Study 4). Importantly, this argument 
does not necessarily contradict earlier findings from psychology and CB literature, 
given that (1) the Affect heuristic have been primarily investigated in the context of 
risky objects (such as pesticides or nuclear power, Finucane et al. 2000), while (2) 
studies that examined on the impact of Processing Fluency have often focused on 
benefit-related, positive outcomes, such as gut liking (Alter and Oppenheimer 2008), 
perceptions of truth (Reber and Schwarz 1999), or aesthetics (Landwehr et al. 2013).  

Considering a strict phenomenological distinction between one’s risk and benefit 
perceptions in the privacy context, moreover, it may be argued that risk and benefit 
considerations may result from different underlying cognitive processes. For example, 
Study 1 did not only report a significant relationship between Need for Cognition and 
Situation-Specific Perceived Risks, but also revealed a marginally significant 
relationship between Faith into Intuition and Situation-Specific Perceived Benefits (cf. 
Section 4.2.2.2). As such, one could assume individuals to rely on System II Thinking 
when considering risks, but to more thoroughly rely on System I considerations when 
forming benefit perceptions. While this perspective supports the findings of Study 4 by 
emphasizing the role of System I triggers in shaping benefit perceptions, it challenges 
the role of System I Thinking in shaping perceptions of risks, and raises the need for 
alternative explanations to the findings of Study 2 and Study 3. In this regard, scholars 
have argued that System I Thinking may not constitute the only source of biased, 
heuristic decision-making (Kahneman and Frederick 2002, cf. Section 2.4.1). Rather, 
dual process theory assumes that cognitive heuristics may also occur when individuals 
rely on System II (ibid.). As such, one may attribute the risk-shaping effects of 
emotional reactions to cognitive heuristics that are associated with System II rather 
than System I cognitions. That is, individuals may use their current emotions as an 
informational cue that guides deliberate thoughts rather than subconsciously following 
their initial gut feelings. While not explicitly accounted for in this thesis, this 
explanation corresponds to alternative theories on the role of emotions in decision-
making, such as the “feelings-as-information” approach (Schwarz 2011). Overall, 
these explanations suggest that risk and benefit considerations might constitute 
differential constructs that require further examination. Attempting to demonstrate the 
basic effects of emotions and gut feelings in the context of privacy decisions, however, 
the phenomenological differences in risk and benefit valuations have not been 
analyzed systematically in this thesis. In this regard, a further exploration of dual 



General Discussion 

 
129 

 

process theory in the context of privacy decisions could yield essential insights on 
when, why and how individuals value either risks or benefits in a specific manner.  

As such, one may consider modifying the strength of System I appeals (cf. Section 
8.1.3.4, Hsee and Rottenstreich 2004), or use the framework introduced in Section 3.1 
to investigate different emotions or other cognitive heuristics. For example, it is well-
known that separate emotions may administer differential impact on risk assessment 
and decision-making (Lerner et al. 2004; Nesse and Klaas 1994), while dual process 
theory has also been linked to other concepts, such as a person’s local or global 
attentional scope (Dijkstra et al. 2012; Förster et al. 2009), or a person’s current 
regulatory focus (Bryant and Dunford 2008; Friedman and Förster 2000; Higgins 
2000). Moreover, considering optimal versus non-optimal fit between a decisive 
situation and a person’s underlying Thinking Style may constitute a fruitful ground for 
future research and may help to test differential effects as well as the overall suitability 
of a dual process perspective in the privacy context (Novak and Hoffman 2009). In 
order to control for potential methodological shortcomings as well as the uniqueness of 
the respective study context, scholars could also consider assessing more specific risks 
and benefits (e.g. relationship-building as a specific benefit in a social networking 
context, Krasnova et al. 2010), or use alternative approaches to measure System I-
related constructs (cf. Section 8.4.2.3).  

8.4.4 Alternative Explanations of the Privacy Paradox 

The outline of this thesis focused on studying the privacy paradox as a dichotomy 
between one’s privacy concerns and one’s disclosing behaviors. In this regard, all four 
studies have used self-report instruments to assess privacy concerns, and relied on 
disclosing intentions as a main outcome variable. Hence, it has been implicitly 
assumed that (1) human beings are able to reliably access and assess own privacy 
concerns, and (2) actual behaviors may be undoubtedly inferred from behavioral 
intentions. With regard to prior research on the difference between implicit and 
explicit attitudes (e.g. Greenwald et al. 1998; Hofmann et al. 2005) as well as previous 
work that has highlighted intention-behavior gaps in manifold fields of behavior 
(Sheeran 2002), however, these implicit assumptions may be challenged, entailing 
alternative or extended explanations to the privacy paradox that have not been 
considered in this thesis. 
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8.4.4.1 Privacy Concerns as Implicit Attitudes 

With regard to the distinction of implicit and explicit attitudes, psychological research 
has pointed to systematic measurement errors in assessing individual attitudes through 
questionnaire data, given that cognitive appraisals of attitudes may include the 
consideration of aspects such as social desirability (Cunningham et al. 2001) or self-
presentation (Greenwald et al. 1998). Stated differently, individuals may have the 
tendency to subconsciously or consciously adulterate responses in self-report 
instruments in order to signalize their accordance with established social norms, or in 
order to facilitate self-justification (Rudman et al. 2007). For example, holding 
negative attitudes towards specific marginalized groups constitutes a socially 
unacceptable standpoint in many societies, rendering homophobia or xenophobia 
barely avowable for many individuals (Degner and Wentura 2010; Hatzenbuehler et al. 
2009; Pérez 2010). As a solution to this issue, scholars in psychology have started to 
distinguish explicit from implicit attitudes (Greenwald et al. 1998): While explicit 
attitudes refer to more deliberate evaluations towards an attitudinal object, implicit 
attitudes are barely accessible through conscious cognition. Hence, assessing implicit 
attitudes may constitute a more reliable approach when studying variables that 
individuals are unwilling to admit (ibid.).  

Against this background, one may postulate that assessing privacy concerns via self-
report instruments may hold similar constraints with regard to their reliable and error-
free appraisal: Given the high significance and media coverage of privacy-related 
discussions in today’s society (Rizk et al. 2009), one may argue that being 
unconcerned about these topics may constitute a socially undesirable behavior that 
individuals might not want to report in public. Hence, admitting carelessness about 
privacy issues may become hard to justify, resulting in biased appraisals of privacy 
concerns if assessed through explicit measures. As such, low correlations between 
privacy concerns and privacy behavior may vanish if privacy concerns are regarded as 
implicit attitudes and measured accordingly (Nyshadham and Castano 2012; 
Nyshadham and van Loon 2014). To date, however, few alternatives to measuring 
privacy concerns through self-report instruments have been proposed (Preibusch 
2013), and to the knowledge of the author, no attempt has been made to use implicit 
measures, such as the implicit association test (Greenwald et al. 1998), in this regard. 
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8.4.4.2 Intention-Behavior Gap 

With regard to the role of intentions vs. behavior, scholars from different disciplines 
have argued that relying on intentions may be insufficient when attempting to explain 
real-world decisions, given that intentions may be only weakly linked to actual 
behavior. For example, Sheeran (2002) considered over 80’000 original studies when 
conducting an exhaustive meta-analysis of meta-analyses, and reported an overall 
average correlation of .53 between these two variables. That is, intentions were found 
to only account for 28% of the variance in actual behavior, implying individuals may 
only loosely rely on their own intentions when performing. With regard to the privacy 
paradox, consequently, researchers have argued that low correlations between privacy 
concerns and behavioral outcomes may be attributed to such an intention-behavior gap 
(Smith et al. 2011), and called for more research that considers actual behavior rather 
than intentions only (ibid.). Indeed, regarding the privacy paradox from this 
perspective may lead to manifold insights with regard to its sources and help to 
uncover important moderators of the basic effect (cf. Sheeran 2002). Against this 
background, one may assume actual privacy decisions to be also driven by factors that 
have not been covered in this thesis, potentially restricting the relevance of the thesis’ 
results.  

However, it must be also noted that prior research did not only report small or non-
significant correlations between privacy concerns and actual behavior (Hui et al. 
2007), but also between privacy concerns and behavioral intentions (Awad and 
Krishnan 2006; Van Slyke et al. 2006). Also, Keith et al. (2013) found similar effects 
on the role of general privacy concerns when studying attitudes, intentions and actual 
behavior simultaneously. Thus, one may consider the privacy paradox a complex 
phenomenon driven by multiple factors both prior and after intention forming, and 
more research that tracks the full path from attitudes over intention forming to actual 
behavior is needed in order to foster the understanding on the sources of the privacy 
paradox and provide a more complete picture on its dynamics (Keith et al. 2013). 
Apart from using real products to assess actual disclosing behaviors, information 
privacy research may highly benefit from a validated measurement instrument that 
operationalizes individual differences in actual disclosing behavior in a replicable 
manner. To date, behavioral proxies to actual disclosure have been mostly used in 
singular studies (Acquisti et al. 2012; John et al. 2011; Joinson et al. 2008), are heavily 
affected by ceiling effects (Joinson et al. 2008; Zimmer et al. 2010), or may be 
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confounded by other variables, such as a person’s tendency to lie (Alter and 
Oppenheimer 2009a).  

8.4.5 Awareness and Controllability of Data Disclosure 

As the outline of this thesis has aimed to explain how individuals take privacy 
decisions, it was implicitly assumed that privacy decision-making constitutes a more 
or less voluntary process that individuals may steer and control in a witting manner. 
That is, privacy was defined as a self-assessed state that individuals may access or 
modify by cognitive effort (cf. Section 2.1.4), and all studies created a situation in 
which individuals were explicitly asked whether they would disclose their personal 
information (cf. Section 1.3). Against this background, it can be assumed that study 
participants were (1) more or less aware of, and (2) able to control their disclosing 
behaviors. Stated differently, while the thesis aimed to show how different cues and 
triggers may lead individuals to take decisions that are driven by intuitive rather than 
deliberate thinking, participants were always provided with the theoretical opportunity 
to specify that they are completely unwilling to disclose private information.  

However, today’s practices of data collection and analysis may challenge this basic 
paradigm. That is, commercial and governmental institutions start to increasingly 
collect data from a number of different sources that may be difficult to oversee or may 
be barely controllable (Svantesson and Clarke 2010). For example, users of social 
networking sites may not only reveal personal information about themselves, but also 
about others, enabling providers to collect data on persons who may not even use a 
specific service (Lam et al. 2008). Similarly, energy suppliers are increasingly capable 
to identify individuals by specific consumption patterns (Beckel et al. 2014), rendering 
it difficult for individuals to withdraw from data collection without legal quarrels or 
dramatic behavior changes. For privacy scholars, these developments may challenge 
some of the basic paradigms that prior research was founded on. In particular, creating 
scenarios in which individuals are asked to disclose private information seem 
increasingly unsuited when aiming to investigate privacy issues in a realistic manner, 
and new methodological approaches are needed to study automatic data disclosure that 
often involves low awareness and low controllability by end consumers. 
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8.5 Summary and Conclusion 

In the introduction of this thesis, it was highlighted that data collection and storage has 
become a valuable asset for today’s economy, with marketers and economists seeking 
to intensively exploit this “new currency of the information age” (Kuner et al. 2012, 
p. 48). In this regard, data may be used to deliver more personalized services or predict 
future behavior of individuals, but may be also traded among enterprises to create 
revenue (cf. Section 1.1). While individuals seem to be aware of, and also concerned 
with, the potential risks that this societal and economical shift creates, the privacy 
paradox suggests that these concerns do not necessarily translate into information 
disclosing behaviors (cf. Section 1.1). Against this background, the superordinate goal 
of this thesis was to shed light onto the sources of the privacy paradox by investigating 
the cognitive processes that underlie individual privacy decisions (cf. Section 1.2).  

In particular, it was theorized that regarding individuals as rational actors who 
consciously and carefully ponder and reflect their privacy decisions may constitute a 
restricted view, given that psychological and CB literature suggests individuals to also 
rely on intuitive processes and gut feelings when taking decisions. Emphasizing the 
contextual nature of privacy decisions (Acquisti et al. 2015; Smith et al. 2011), 
moreover, it was argued that situated cognitive processes may dominate general 
privacy-related attitudes, such as privacy concerns. That is, it was emphasized that (1) 
a strict distinction between Dispositional Attitudes and situational privacy calculus 
variables could help to explain the privacy paradox, given that situation-specific 
cognitive considerations may have the potential to override such overarching attitudes 
(cf. Section 2.3.1), while simultaneously (2) decision-making in a specific situation 
may be impacted by factors of personality and context, sometimes entailing cognitive 
appraisals that are not fully deliberate, but bounded to the psychological functioning of 
human beings. Specifically, it was argued that triggers of System I Thinking may lead 
to biased situation-specific risk-benefit considerations (cf. Section 2.4.3, Section 3.1). 
Given the rareness of studies that aimed to systematically explore these dynamics (cf. 
Section 2.4.3), four empirical studies with different emphasis were designed and 
conducted. 

In particular, Study 1 aimed to analyze the role of Thinking Styles in the context of 
privacy decisions. It was hypothesized that individuals with high trait preferences for 
System II Thinking would more thoroughly execute a conscious risk-benefit trade-off 
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when deciding on information disclosure. Individual with high trait preferences for 
System I Thinking, in contrast, were predicted to overleap risk and benefit 
considerations (cf. Section 3.2.3.1). Results of an online survey mainly supported these 
assumptions: While situational privacy calculus variables were found to fully mediate 
relationships between Need for Cognition and an individual’s Intention to Disclose 
Private Information, Faith into Intuition was found to be directly associated with 
disclosing intentions, but not with situational privacy calculus variables (cf. Section 
4.2.2.2). As such, the results highlighted the suitability of a dual process approach to 
privacy decision-making by showing that individuals with high trait preferences for 
System I Thinking may skip or overleap a privacy calculus in a concrete situation. 

In Study 2, it was predicted that situational risk and benefit considerations would be 
impacted by a person’s current mood. In particular, it was argued that individuals in a 
more positive mood would more thoroughly rely on System I considerations than 
individuals in a negative mood, leading them to underestimate risks and overestimate 
benefits in a data-requesting situation (cf. Section 3.2.3.2). Moreover, Study 2 
attempted to test the potential of situational privacy calculus variables in overriding 
Dispositional Attitudes (cf. Section 3.2.2). A 2x1 online experiment was conducted to 
test these assumptions. Results largely supported the hypothesized relationships. With 
regard to Mood States, empirical data yielded a significant relationship between a 
person’s current mood and Situation-Specific Perceived Risks, indicating individuals 
to perceive lowered risks when in a positive mood. With regard to Dispositional 
Attitudes, significant mediation effects indicated that situational privacy calculus 
variables have the potential to (1) fully override General Institutional Trust, and (2) 
partially override General Privacy Concerns (cf. Section 5.2). As such, Study 2 
underlined the role of System I Thinking in shaping privacy decisions by showing that 
individuals may take privacy decisions in accordance with their current mood. 
Moreover, first evidence for the potential of situation-specific factors in overriding 
Dispositional Attitudes could be obtained, implying individuals to forgo their 
overarching attitudes when taking situation-specific privacy decisions.  

Extending these findings, Study 3 attempted to demonstrate how Affect-based System 
I cognitions may not only shape, but even override System II considerations in a 
privacy context. That is, it was predicted that individuals would rely on their 
perceptions of Information Sensitivity when valuing risks and benefits of a data-
requesting situation under neutral Affect, while positive Affect would undermine these 
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conscious System II cognitions and lead to risk and benefit valuations that are 
independent from Information Sensitivity (cf. Section 3.2.3.3). Besides, results from 
Study 2 with regard to the role of Dispositional Attitudes were replicated using a 
different methodological approach, and Perceived Privacy was introduced as a 
construct that could potentially reflect a state of privacy resulting from the conjoint 
assessment of a situational risk-benefit trade-off (cf. Section 3.2.2). A 2x2 online 
experiment was conducted to test these assumptions. Results mainly supported the 
hypotheses. That is, (1) Perceived Privacy was found to be related to 
Situation-Specific Perceived Risks, Situation-Specific Perceived Benefits, and 
Intention to Disclose Private Information in the hypothesized manner, indicating the 
construct to constitute a valuable operationalization of an overall assessment of 
privacy in a given situation, (2) results of Study 2 with regard to Dispositional 
Attitudes could be replicated and extended, i.e. situational privacy calculus variables 
were found to fully override both General Privacy Concerns and General Institutional 
Trust, and (3) a significant interaction effect of Affect and Perceived Information 
Sensitivity implied individual risk perceptions to indeed become independent from 
deliberate considerations when individuals felt positive Affect (cf. Section 6.2). As 
such, results of Study 3 demonstrated how System I and System II cognitions may 
interplay in shaping situational privacy decisions, while underlining the comparably 
subordinate role of Dispositional Attitudes with regard to situational privacy decisions. 

Finally, Study 4 sought to demonstrate the interplay of System I and System II 
cognitions using (1) different constructs, namely Processing Fluency and Privacy 
Salience, and (2) a separate context, namely health websites rather than mobile 
applications. It was hypothesized that individuals would perceive lowered privacy 
risks and increased privacy benefits when confronted with a user interface that is 
cognitively fluent. At the same time, it was predicted that these effects would only 
occur if privacy constructs would be non-salient in individuals’ minds, while System I-
related effects of Processing Fluency were theorized to vanish in the presence of a 
strong System II-related cue, namely Privacy Salience (cf. Section 3.2.3.4). Besides, 
results from Study 3 were replicated by re-investigating the role of Perceived Privacy. 
Results of a 2x2 online experiment mainly supported the hypotheses. With regard to 
Perceived Privacy, similar effects as in Study 3 could be obtained. With regard to 
Processing Fluency and Privacy Salience, a significant interaction effect of these 
constructs with regard to Situation-Specific Perceived Benefits could be yielded, 
suggesting that (1) individuals may follow feelings of fluency when evaluating 
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privacy-related benefits, unless (2) the concept of privacy is highly salient in their 
minds (cf. Section 7.2.3.2). Apart from underlining the suitability of the conceptual 
model and a dual process approach in the context of information privacy, these 
findings have also demonstrated how System II-related cues, such as Privacy Salience, 
may be used to re-establish deliberation and prevent potentially biased processing due 
to System I cognitions. 

Theoretical implications of these findings were discussed. In this respect, it was 
highlighted that the proposed extensions and refinements with regard to the privacy 
calculus model could help scholars to more thoroughly examine the relationships 
between privacy constructs. In particular, (1) regarding the privacy calculus as a model 
of primarily situational decision-making may help scholars to more thoroughly explore 
the contextual and situated nature of privacy decisions (cf. Section 8.1.1), (2) a strict 
conceptual and methodological distinction between Dispositional Attitudes and 
situational privacy calculus variables may prove effective when investigating the exact 
relationships and the interplay of privacy constructs in driving privacy decisions (cf. 
Section 8.1.2), and (3) a dual process approach to privacy decision-making may open a 
new avenue for scholars interested in studying the influence of bounded rationality, 
subconscious thoughts, gut feelings and emotional reactions as important drivers to 
privacy decisions (cf. Section 8.1.3). 

Overall, while several limitations of the chosen approach, deployed methodology, and 
obtained results have to be considered (cf. Section 8.4), this thesis has substantially 
contributed to theory and practice. With regard to the overarching goal of explaining 
the privacy paradox, in particular, the studies have shown how individuals may forgo 
their overarching attitudes when taking situation-specific decisions, and how factors of 
personality and context may influence situational privacy considerations. As such, this 
dissertation has uniquely contributed to one of the most urgent issues in information 
privacy research (cf. Section 1.1, Section 8.2). Simultaneously, findings of this thesis 
may be of particular interest for practitioners and policymakers who aim to protect 
personal privacy be highlighting the important role of situational cues that signalize a 
positive and beneficial environment and may therefore persuade individuals to take 
decisions that are not necessarily in their best interest (cf. Section 8.3). As such, this 
dissertation can be regarded as a small, yet significant contribution to the ongoing and 
highly controversial privacy debate on freedom and surveillance, on personal rights 
and public interests, and on technology and the price of a convenient life. 
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9 Appendices 

9.1 Appendix 1: Literature Review of Privacy Calculus Studies 

The results of a systematic literature review on the privacy calculus model can be 
obtained from Table 9.1. In order to keep literature search and reporting manageable, 
search was restricted to studies published between January 2006 and January 2015, 
and included only contributions from a total of 14 IS-relevant journals. In addition to 
the AIS Senior Scholars’ Basket of Journals6 (European Journal of Information 
Systems [EJIS], Information Systems Journal [ISJ], Information Systems Research 
[ISR], Journal of the Association for Information Systems [JAIS], Journal of 
Information Technology [JIT], Journal of Management Information Systems [JMIS], 
Journal of Strategic Information Systems [JSIS], Management Information Systems 
Quarterly [MISQ]), literature search was relied on six journals that prior research had 
described as highly relevant to the IS context (e.g. Wahle and Kowatsch 2014) 
(Communications of the ACM [CACM], Communications of the AIS [CAIS], 
Decision Science [DS], Decision Support Systems [DSS], Management Science [MS], 
Computers in Human Behavior [CiHB]). “privacy calculus” (in any field, including 
full text) was used as a search term. Given the diversity of journals and publishers 
included, several databases were crawled: ACM Digital Library (for CACM), Wiley 
Online Library (for DS and ISJ), ScienceDirect (for DSS, JSIS and CiHB), Palgrave 
Online Library (for EJIS and JIT), INFORMS Library (for ISR and MS), JSTOR (for 
JMIS) and AIS Electronic Library (for MISQ, JAIS and CAIS).  

In total, 64 articles were found that matched the search criteria. Titles and abstracts 
were reviewed in order to exclude (1) review studies, commentaries, editorial notes, 
and guideline papers (12 papers), and (2) all papers that did not focus on individuals as 
objects of investigation, or used qualitative rather than quantitative methods for data 
retrieval and analysis (7 papers). In a second step, the full texts of the studies were 
scanned, all papers were excluded that (1) did not refer to the privacy calculus in their 

                                            
6 http://aisnet.org/?SeniorScholarBasket  
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theoretical Section at all (e.g. studies that cited privacy calculus studies for other 
reasons than the model, 5 papers), or (2) did not model the calculus explicitly (e.g. 
studies that used the privacy calculus to introduce general notions of privacy, but did 
not hypothesize on privacy-related risks and benefits in the actual study, 13 papers). 
The remaining 30 papers are summarized in Table 9.1. 
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Table 9.1. Results of a Systematic Literature Review of Privacy Calculus Studies. 

Source Study 
context 

Privacy Calculus 
operationalized as 

Outcome Impact factors on privacy calculus r RM 
Situational Dispositional 

Awad 
and 
Krishnan 
(2006) 

online 
advertisement 

R: 
 
 
 
 
B: 

privacy concerns; 
previous privacy 
invasions; 
importance of privacy 
policies; 
personalization 

BI willingness to be 
profiled online 

- -  - S 

Dinev 
and Hart 
(2006) 

e-commerce R: 
B: 

privacy concerns; 
institutional trust 

BI intention to 
disclose 

- internet 
privacy risks 

- S 

Dinev et 
al. (2006) 

e-commerce R: 
B: 

privacy concerns; 
institutional trust 

BI intention to use - trust propensity - S 

Hann et 
al. (2007) 

e-banking R: 
 
B: 

facets of privacy 
concerns; 
monetary rewards; 
time savings 

BI preference of 
financial portals 

- - - C 

Sheng et 
al. (2008) 

location-
based 
services 

R: 
B: 

privacy concerns; 
personalization; 
emergency context 

BI intention to adopt emergency context - B-R E 
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Source Study 
 

Privacy Calculus 
  

Outcome Impact factors on privacy calculus r RM 
Son and 
Kim 
(2008) 

online 
companies 
(general) 

R: 
B: 

privacy concerns; 
perceived justice; 
societal benefits 

BI refusal of 
information 
provision / 
misrepresentation 
of information 

- - - S 

Xu et al. 
(2009) 

location-
based 
services 

R: 
B: 

risk belief; 
benefit belief 
(locatability, 
personalization) 

BI intention to 
disclose 

monetary 
compensation; 
regulation policies 

- - E 

Bansal et 
al. (2010) 

health 
websites 

R: 
B: 

privacy concerns; 
trust belief 

BI intention to 
disclose 

Information 
Sensitivity 

- R-B S 

Krasnova 
et al. 
(2010) 

social 
networks 

R: 
B: 

risk belief; 
convenience; 
relationship building; 
self-presentation; 
enjoyment 

SR self-disclosure behavioral control trust in 
provider 

- S 

Zimmer 
et al. 
(2010) 

health 
websites 

R: 
B: 

privacy concerns; 
trust belief 

BI 
B 

intention to 
disclose 
disclosure of 
items on website 
registration page 

- - - E 
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Source Study 
 

Privacy Calculus 
  

Outcome Impact factors on privacy calculus r RM 
Anderson 
and 
Agarwal 
(2011) 

health 
websites 

R: 
B: 

privacy concerns; 
trust in electronic 
medium 

BI intention to 
disclose 

intended purpose 
(marketing vs. 
research vs. patient 
care); requesting 
stakeholder 
(hospital vs. 
pharma vs. 
government) 

- - E 

Li et al. 
(2011) 

online 
services 

R: 
B: 

risk belief; 
protection belief 

BI intention to 
disclose 

initial emotions; 
information 
relevance; privacy 
awareness; 
Information 
Sensitivity 

General 
Privacy 
Concerns 

- E 

Lowry et 
al. (2011) 

social 
networks 

R: 
B: 
 
 
V: 

privacy concerns; 
desire for online 
interpersonal 
awareness; 
attitude towards social 
networks 

BI 
SR 

intention to use 
use of social 
networks 

uncertainty 
avoidance; power 
distance; 
collectivism 

- - S 
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Source Study 
 

Privacy Calculus 
  

Outcome Impact factors on privacy calculus r RM 
Xu et al. 
(2011) 

location-
based 
marketing 

R: 
B: 
V: 

risk belief; 
benefit belief; 
perceived value of 
disclosure 

BI intention to 
disclose 
purchase intention 

personalization; 
covert vs. overt 
information 
provision 

- - E 

Dinev et 
al. (2012) 

web 2.0 
applications 

R: 
B: 

risk belief; 
benefit belief 

 Perceived Privacy - - B-R S 

Li and 
Unger 
(2012) 

news services 
financial 
services 

R: 
B: 
V: 

privacy concerns; 
privacy protection; 
likelihood of using 
online personalization 

BI intention to 
disclose 
intention to pay a 
premium 

type of industry 
(news/financial 
websites); 
personalization; 
past experiences 

-  - E 

Wu et al. 
(2012) 

websites 
(general) 

R: 
B: 

privacy concern; 
trust 

BI intention to 
disclose 

privacy policy -  R-B E 

Chen 
(2013a) 

social 
networks 

R: 
B: 
 
V: 

internet risk belief; 
perceived critical 
mass; 
attitude 

SR self-disclosure - - - S 



Appendices 

 
143 

 

Source Study 
 

Privacy Calculus 
  

Outcome Impact factors on privacy calculus r RM 
Chen 
(2013b) 

social 
networks 

R: 
B: 

risk belief; 
enjoyment 

SR website use social presence; 
ease of use;  

internet risk 
perception; 
privacy abuse 
concern; 
extroversion 

- S 

Jai et al. 
(2013) 

e-commerce R: 
B: 
V: 

risk belief; 
benefit belief; 
perceived unfairness 

BI repurchase 
intention 

level of 
disseminating 
consumer 
information 

- - E 

Jiang et 
al. (2013) 

online chat R: 
B: 

privacy concerns; 
social rewards 

SR self-disclosure 
misrepresentation 

anonymity of self 
and others; media 
richness; 
intrusiveness 

- - S 

Wakefiel
d (2013) 

e-commerce R: 
B: 

website privacy; 
website trust 

BI intention to 
disclose 

positive and 
negative Affect 

internet 
security 

R-B S 

Li (2014) e-commerce R: 
B: 

privacy concerns; 
perceived benefits 

BI intention to 
disclose/use 

website reputation; 
familiarity  

disposition to 
privacy 

- S 

Li et al. 
(2014) 

health record 
adoption 

R: 
B: 

risk belief; 
benefit belief 

BI intention to use control; privacy 
invasion 

trust belief; 
General 
Privacy 
Concerns 

- S 
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Source Study 
 

Privacy Calculus 
  

Outcome Impact factors on privacy calculus r RM 
Mamono
v and 
Koufaris 
(2014) 

mobile 
carriers 

R: 
B: 

privacy breach; 
trust 

BI intention to 
terminate 
relationship with 
provider 

perceived contract 
violation 

- R-B S 

Taneja et 
al. (2014) 

social 
networks 

R: 
 
B: 
 
V: 

cost not using privacy 
control; 
benefits of using 
privacy control; 
attitude 

BI intention to 
comply 

resource 
vulnerability; 
threat severity; 
privacy intrusion; 
intrinsic cost; 
work impediment;  
intrinsic benefits; 
resource safety; 
response efficacy  

general privacy 
risk belief 

- S 

Zhou and 
Li (2014) 

social 
networks 

R: 
 
B: 

privacy concerns; 
privacy risk; 
trust 

BI continued use - privacy 
concerns; trust 
beliefs 

B-R S 

Koohika
mali et 
al. (2015) 

location-
based 
services 

R: 
B: 

risk belief; 
benefit belief 

SR location 
disclosure 

- -  - S 
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Source Study 
 

Privacy Calculus 
  

Outcome Impact factors on privacy calculus r RM 
Shibchur
n and 
Yan 
(2015) 

social 
networks 

R: 
B: 

risk belief; 
perceived usefulness 

BI intention to 
disclose 

subjective norm - - S 

Zlatolas 
et al. 
(2015) 

social 
networks 

R: 
B: 

privacy concerns; 
privacy value 

SR self-disclosure awareness; policy; 
control; social 
norms  

- - S 

R = risk; B = benefit; V = conjoint value assessment of risks and benefits; BI = behavioral intention; B= behavior; SR = self-reported 
behavior; r = relationship between risks and benefits modeled explicitly; R-B = risks impact benefits; B-R = benefits impact risks; 
RM = research methodology; S = survey; E = experiment; C = conjoint analysis. 
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9.2 Appendix 2: Constructs and Items used in Study 1 

Table 9.2. Constructs and Items used in Study 1. 

Construct/Items Scale Origin 
Need for Cognition 
I don’t like to have to do a lot of thinking 
(reverse coded). 
I try to avoid situations that require 
thinking in depth about something (reverse 
coded). 
I prefer to do something that challenges my 
thinking abilities rather than something that 
requires little thought. 
I prefer complex to simple problems. 

Likert 1-7  
(1= doesn’t apply at all, 
7 = fully applies) 

Epstein et 
al. (1996) 

Faith Into Intuition 
I trust my initial feelings about people. 
I believe in trusting my hunches. 
My initial impressions of people are almost 
always right. 
When it comes to trusting people, I can 
usually rely on my gut feelings. 

Likert 1-7  
(1= doesn’t apply at all, 
7 = fully applies) 

Epstein et 
al. (1996) 

Situation-Specific Perceived Risks 
It would be risky to give personal 
information to the smartphone app. 
There would be high potential for privacy 
loss associated with giving personal 
information to the smartphone app. 
Personal information could be 
inappropriately used by using the 
smartphone app. 
Providing the smartphone app with my 
personal information could involve many 
unexpected problems. 

Likert 1-7  
(1= totally disagree, 
7 = totally agree) 

Dinev et al. 
(2012) 
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Construct/Items Scale Origin 
Situation-Specific Perceived Benefits 
Providing my personal information to the 
smartphone app will entail benefits. 
Revealing my personal information to the 
smartphone app will help me obtain the 
services I want. 
I need to provide my personal information 
so I can get exactly what I want from the 
smartphone app. 
I believe that as a result of my personal 
information disclosure, I will benefit from 
a better, more customized service. 

Likert 1-7  
(1= totally disagree, 
7 = totally agree) 

Dinev et al. 
(2012) 

Intention to Disclose Private Information 
Please specify the extent to which you 
would reveal your personal information to 
use the smartphone app: 
Unwilling/willing 
Unlikely/likely 
Not probable/probable 

Semantic Differential 1-7 Anderson 
and 
Agarwal 
(2011) 
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9.3 Appendix 3: Constructs and Items used in Study 2 

Table 9.3. Constructs and Items used in Study 2 (German translation). 

Construct/Items (German translation) Scale Origin 
Mood State: Joviality 
Ich fühle mich zur Zeit… 
fröhlich 
erfreut 
glücklich 
begeistert 
freudig erregt 
lebhaft 
freudig 
energiegeladen 

Likert 1-5  
(1= überhaupt nicht, 5 
= äusserst) 

Röcke and Grühn 
(2003); Watson 
and Clark (1999) 

Mood State: Sadness 
Ich fühle mich zur Zeit… 
traurig 
allein 
trübsinnig 
einsam 

Likert 1-5  
(1= überhaupt nicht, 5 
= äusserst) 

Röcke and Grühn 
(2003); Watson 
and Clark (1999) 

Situation-Specific Perceived Risks 
Es wäre generell riskant, innerhalb der 
App persönliche Daten Preis zu geben. 
Mit der Preisgabe persönlicher Daten 
innerhalb der App wäre ein hohes Risiko 
verbunden, einen Teil meiner 
Privatsphäre zu verlieren. 
Persönliche Daten könnten von den 
App-Anbietern unangemessen 
verwendet werden. 
Meine persönlichen Daten den 
Anbietern der App anzuvertrauen könnte 
zu vielen unerwarteten Problemen 
führen. 

Likert 1-5  
(1= stimme überhaupt 
nicht zu, 5 = stimme 
vollständig zu) 

Dinev et al. 
(2012) 
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Construct/Items (German translation) Scale Origin 
Situation-Specific Perceived Benefits 
Durch die Preisgabe meiner 
persönlichen Daten innerhalb der App 
kann ich die Dienstleistungen erhalten, 
die ich will. 
Ich muss meine persönlichen Daten 
Preis geben, um von der App genau das 
zu bekommen, was ich möchte. 
Ich glaube, dass ich durch die Preisgabe 
meiner persönlichen Daten von einem 
besseren, individualisierterem Produkt 
profitieren kann. 

Likert 1-5  
(1= stimme überhaupt 
nicht zu, 5 = stimme 
vollständig zu) 

Dinev et al. 
(2012) 

Intention to Disclose Private 
Information 
Es ist sehr wahrscheinlich, dass ich 
Anbietern einer solchen App persönliche 
Daten Preis geben würde. 
Dem Anbieter einer solchen App würde 
ich voraussichtlich meine Daten zur 
Verfügung stellen. 
Ich wäre bereit, meine persönlichen 
Daten innerhalb der App Preis zu geben. 

Likert 1-5  
(1= stimme überhaupt 
nicht zu, 5 = stimme 
vollständig zu) 

Anderson and 
Agarwal (2011) 

General Privacy Concerns 
Generell bin ich besorgt darüber, dass 
meine persönlichen Daten missbraucht 
werden könnten. 
Ich gebe ungern Daten über mich Preis, 
da ich besorgt bin, was andere damit 
anstellen könnten. 

Likert 1-5  
(1= trifft überhaupt 
nicht zu, 5 = trifft 
vollständig zu) 

Malhotra et al. 
(2004) 
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Construct/Items (German translation) Scale Origin 
General Institutional Trust 
Ich vertraue darauf, dass Anbieter von 
Smartphone-Applikationen meine 
persönlichen Daten nicht falsch 
handhaben. 
Anbieter von Smartphone-Apps sind 
normalerweise ehrlich, wenn es um den 
Umgang mit persönlichen Daten geht. 
Anbieter von Smartphone-Apps gehen 
kompetent mit persönlichen Daten der 
Nutzer um. 
Persönliche Daten werden von 
Smartphone-Applikationen sicher und 
zuverlässig verarbeitet. 

Likert 1-5  
(1= trifft überhaupt 
nicht zu, 5 = trifft 
vollständig zu) 

Malhotra et al. 
(2004) 
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9.4 Appendix 4: Constructs and Items used in Study 3 

Table 9.4. Constructs and Items used in Study 3 (English version). 

Construct/Items Scale Origin 
Affect 
Please rate the screenshot on the 
following dimensions: 
unpleasant/pleasant 
dislike very much/like very much 
left me with a bad feeling/left me with 
a good feeling 

Semantic Differential 
1-10  
 

Kim et al. (1996) 

Information Sensitivity 
How sensitive do you perceive the 
information requested by the app to 
be? 
not sensitive at all/very sensitive 

Semantic Differential 
1-10 
 

Xie et al. (2006) 

Situation-Specific Perceived Risks 
It would be risky to give personal 
information to the smartphone app. 
There would be high potential for 
privacy loss associated with giving 
personal information to the 
smartphone app. 
Personal information could be 
inappropriately used by using the 
smartphone app. 
Providing the smartphone app with 
my personal information could 
involve many unexpected problems. 

Likert 1-7 
(1 = totally disagree, 7 = 
totally agree) 
 

Dinev et al. 
(2012) 
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Construct/Items Scale Origin 
Situation-Specific Perceived 
Benefits 
Providing my personal information to 
the smartphone app will entail 
benefits. 
Revealing my personal information to 
the smartphone app will help me 
obtain the services I want. 
I believe that as a result of my 
personal information disclosure, I will 
benefit from a better, more 
customized service. 

Likert 1-7 
(1 = totally disagree, 7 = 
totally agree) 
 

Dinev et al. 
(2012) 

Perceived Privacy 
I feel I'll have enough privacy when 
using the smartphone app. 
I am comfortable with the amount of 
privacy I will have when using the 
smartphone app. 
I think my privacy is preserved when 
I use the smartphone app. 

Likert 1-7 
(1 = totally disagree, 7 = 
totally agree) 
 

Dinev et al. 
(2012) 

Intention to Disclose Private 
Information 
Please specify the extent to which you 
would reveal your personal 
information to use the smartphone 
app: 
willing/unwilling 
unlikely/likely 
not probable/probable 

Semantic Differential 1-7 
 

Anderson and 
Agarwal (2011) 
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Construct/Items Scale Origin 
General Privacy Concerns 
Compared to others, I am more 
sensitive about the way smartphone 
apps handle my personal information. 
To me, it is the most important thing 
to keep my privacy intact from 
smartphone apps. (reverse coded) 
In general, I am very concerned about 
threats to my personal privacy. 

Likert 1-7 
(1 = totally disagree, 7 = 
totally agree) 
 

Malhotra et al. 
(2004) 

General Institutional Trust 
Smartphone apps are trustworthy in 
handling client data. 
Smartphone apps would tell the truth 
and fulfill promises related to the 
information provided by me. 
Smartphone apps are always honest 
with customers when it comes to 
using the information that I would 
provide. 

Likert 1-7 
(1 = totally disagree,  7 = 
totally agree) 
 

Malhotra et al. 
(2004) 
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9.5 Appendix 5: Constructs and Items used in Study 4 

Table 9.5. Constructs and Items used in Study 4. 

Construct/Items Scale Origin 
Processing Fluency 
How difficult do you find it to 
visually process this website? 
How difficult is it for you to visualize 
this website with your eyes closed? 
How difficult would you find the task 
to describe this website at a later point 
in time? 
Very difficult/very easy 

Semantic Differential 1-7  
 
 
 
 

Landwehr et al. 
(2011) 

Processing Fluency 
How easy do you find it to read the 
website? 
Very difficult/very easy 
 

Semantic Differential 1-7  
 
 

adapted from 
prior studies (e.g. 
Alter and 
Oppenheimer 
2009a; 
Novemsky et al. 
2007) 

Privacy Salience 
This website makes me reflect on my 
privacy. 

Likert 1-7 
(1 = totally disagree, 7 = 
totally agree) 

self-assessed 
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Construct/Items Scale Origin 
Situation-Specific Perceived Risks 
It would be risky to give personal 
information to the smartphone app. 
There would be high potential for 
privacy loss associated with giving 
personal information to the 
smartphone app. 
Personal information could be 
inappropriately used by using the 
smartphone app. 
Providing the smartphone app with 
my personal information could 
involve many unexpected problems. 

Likert 1-7 
(1 = totally disagree, 7 = 
totally agree) 
 

Dinev et al. 
(2012) 

Situation-Specific Perceived 
Benefits 
Revealing my personal information to 
the website will help me obtain the 
services I want. 
I need to provide my personal 
information so I can get exactly what 
I want from the website. 
I believe that as a result of my 
personal information disclosure, I will 
benefit from a better, more 
customized service. 

Likert 1-7 
(1 = totally disagree, 7 = 
totally agree) 
 

Dinev et al. 
(2012) 

Perceived Privacy 
I feel I'll have enough privacy when 
using the smartphone app. 
I am comfortable with the amount of 
privacy I will have when using the 
smartphone app. 
I think my privacy is preserved when 
I use the smartphone app. 

Likert 1-7 
(1 = totally disagree, 7 = 
totally agree) 
 

Dinev et al. 
(2012) 
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Construct/Items Scale Origin 
Intention to Disclose Private 
Information 
Please specify the extent to which you 
would reveal your personal 
information to use the smartphone 
app: 
willing/unwilling 
unlikely/likely 
not probable/probable 

Semantic Differential 1-7 
 

Anderson and 
Agarwal (2011) 
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